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ABSTRACT

The present study has employed template methodology to synthesize Fe(Ill) and Cr(Ill) tetra-

azamacrocyclic-[N4] macrocyclic complexes derived from o-phenylenediamine. In addition to the
elemental analysis measurements, the synthesized complexes were thoroughly characterized by
spectroscopic and physico-analytical techniques like IR, UV-visible, ESI-MS, Powder XRD, magnetic
moment, and molar conductance. Molar conductance values, which provide information on the 1:2
electrolytic behavior, and ESI-MS are used to clarify the monomeric nature of macrocyclic scaffold.
Diffractogram reveals the crystalline nature of complexes with crystallite size. The aforementioned
studies yielded decent results when the compounds were further screened for their antibacterial potency
against a few strains of bacteria. Furthermore, DNA cleaving assays were conducted to clarify the
potential of DNA cleaving of recently synthesized complexes.

Keywords: Template, Macro cycles, Anti-bacterial, DNA photo cleavage, X-ray diffraction.

INTRODUCTION

The chemistry of aza-macrocyclic compounds is booming day by day and becoming field of immense interest for
researchers of inorganic and medicinal chemistry in all over the world because of their application in various fields
of chemistry and biology[1][2]. The importance of o-phenylenediamine (OPD) derivative in field of macrocyclic
chemistry, pharmaceuticals and biomedical sciences has been reported by many researchers, as they are used in
synthesis of corrosion inhibitors, fungicides, bactericidal, polymer and also for other pharmaceutical applications[3].
OPD derivatives are well known for their importance in synthesis of various schiff bases and heterocyclic drugs.
These OPDs have excellent DNA binding profile in macrocyclic chemistry[4]. Mn(II) based OPD macrocyclic
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complexes act as potential Ti- MRI contrast agent[5]. Lanthanide complexes of OPD derivatives are also very useful
in various biomedical fields[6]. In last decades, a variability of complexes is designed and synthesized using OPDs in
field of macrocyclic chemistry. Nonetheless, still lots of challenges persists that were not resolved by the present
complexes. Therefore, in this field research and development are highly recommended for the synthesis of effective
and potent macrocyclic complexes with various application. Macrocyclic compounds have good coordination
behaviour with high thermodynamic and kinetic stability that’s why it proves as excellent compound in various
biomedical fields. So, the objective of present work is as follows:

1. Synthesis of trivalent macrocyclic complexes via template methodology using OPD with succinimide and OPD
with phthalic anhydride.

2. Characterization of synthesized complexes by various physico-chemical studies.

3. Study of antibacterial and DNA photo cleavage activity of newly synthesized macrocyclic complexes.

MATERIALS AND METHODS

Materials

All the chemicals and solvents used in synthesis procedure were of the AR grade.Succinimide, phthalic anhydride
were obtained from CDH Chemicals and o-phenylenediamine fromSD Fine Chem Ltd, Mumbai. Metal salts were
procured from Qualikems, CDH Chemicals, Chemigens Research & Fine Chemicals and SD Fine Chem Ltd. All the
chemicals were utilized in same form as it’s received.

Synthesis of complex

The novel series of aza-macrocyclic metal complexes were synthesised via template methodology of synthesis. In
first step, in hot stirred methanolic solution of OPD (1.081 g, 10 mmol) trivalent iron and chromium salt (5 mmol)
added i.e. dissolved in minimum quantity of methanol. After that, resulting mixture was refluxed for near about one
hour. A slight change in reaction mixture color, indicating metal amine coordination during the reaction, allowed
observers to track the progress of the reaction. Afterward, hot stirred methanolic solution of succinimide (0.9909 g,
10mmol) or phthalic anhydride (1.481g, 10 mmol) were added to the above refluxing reaction solution and continued
the refluxing for 9-10 hour. Kept the reaction mixture for overnight cooling, that resulted into precipitation of
reaction mixture. Resulted precipitate was further filtered and washed with MeOH, EtOH and diethyl ether and
finally dried in vacuum. The yield of synthesized complexes was about 40- 60 %. The solubility of obtained
complexes was observed good in DMF, DMSQO, acetonitrile and insoluble in the most of common solvent like
ethanol, methanol and chloroform. The synthesis scheme of complexes may be depicted by Fig. 1a &1b.

Analytical and physical measurements

Melting point of the synthesized complexes were observed on electrical melting point apparatus present in lab.
Molar conductivity was recorded on EI 181 digital conductivity meter existing in lab using DMSO as solvent.
Magnetic measurements were taken over vibrating sample magnetometer (Model PAR 155) at SAIF, IIT, Roorkee. IR
spectra of obtained compounds were recorded by schimadzu IR spectrometer in range of 4000-200 cmconsuming
KBr pellet and electronic spectra of complexes were recorded by schimadzu UV 1800 spectrophotometer at CLIR,
MM(DU) Mullana.The mass spectra of synthesized complexes were recorded on Q to F micro waters LS-MS at SAIF,
Punjab University Chandigarh, India.The elemental analyses were recorded over CHNS elemental analyzer Flash
2000 series at CIL Punjab University, Chandigarh. The diffractogram was recorded at SAIF, Punjab University,
Chandigarh on X-ray Diffracto meter model X'Pert Pro. Experiments on gel electrophoresis cleavage were conducted
using oxygen electrophoresis, which was powered by a Genei power supply with a potential range of 50-5000V.
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Biological studies

Two of the most common human pathogens were used for the initial testing: S. aureus (MTCC 731), a common Gram-
positive human pathogen, and E. coli (MTCC 739), a fecal contaminant. All of the complexes were assessed for their
antimicrobial activity. Additionally, analysis of the effects of the metal complexes on the genomic DNA (extracted
from the corresponding bacterial strains) was done in order to learn more about how these entities affect
microorganisms. In this context, plasmid DNA for cleaving investigations and bacterial strains, both Gram-positive
(S. aureus) and Gram-negative (E. coli), were obtained from the CLIR, MM(DU) Mullana.

Anti-bacterial screening

Gram-positive (S. aureus MTCC 731) and Gram-negative (E. coli MTCC 739) bacterial strains are used in the current
screening. Using DMSO as the solvent, different concentrations of the complexes (10-200 mg/ml) were prepared to
assess the antibacterial properties of the metal complexes using the well diffusion method[7][8]. As per the
experimental conditions, the inhibition zone was measured after a 24-hour incubation at temperatures between 35°C
and 37°C.

DNA cleaving studies

The metal complexes were dissolved in DMSO to create concentrated solutions. All complexes were then dissolved
in a suspension made of plasmid DNA, EDTA (TE) buffer, and Tris. The reaction solutions were meticulously
prepared in micro-centrifuge tubes made of polyethylene and subjected to UV irradiation (265 nm) on a trans
illuminator surface for a quarter of an hour. One gram of agarose was dissolved in one hundred milli liters of 1xTAE
buffer to create the gel matrix. The mixture was then heated to about 55°C before ethidium bromide (5 mg/0.5 ml)
was added. After that, the mixture was put into a gel cassette that had a comb on it and left to solidify. It was then
put into an electrophoresis chamber that had TAE buffer in it. All samples were combined with loading dye and
cautiously loaded into wells with untreated DNA samples in preparation for the electrophoresis process. The bands
were visible under a trans illuminator following an hour and a half of electrophoresis work[9].

RESULTS AND DISCUSSION

Chemistry

(APO01) [Cr(C2sH16N4O2)C1]Cl2

Yield ~ 46%, Color = Forest green , M.wt. = 599, M. pt. = 273°C; Analytical Calculation: Cal. M= 8.68; C= 56.16; H=
2.69; N= 9.36. Found M= 7.63; C= 55.14; H= 2.07; N= 8.22. Molar conductivity in DMSO 172 ohm- ¢m? mol.
Magnetic moment pief (BM): 4.35.

(AP02) [Fe(C2sH1sN4O2)(NO3)1(NOs)2

Yield ~ 65%, Color = Dark brown , M.wt. = 682, M. pt. = 288°C; Analytical Calculation: Cal. M= 8.18; C=49.29; H=
2.36; N= 14.37. Found M= 7.81; C= 48.25; H=2.04; N= 13.77. Molar conductivity in DMSO 170 ohm™ cm? mol.
Magnetic moment plef (BM): 5.61.

(AP03) [Fe(C2sH1sN4O2)Cl]Cl2

Yield ~ 58%, Color = Brown, M.wt. = 603, M. pt. = 273°C; Analytical Calculation: Cal. M= 9.27; C=55.80; H=2.68; N=
9.30. Found M= 8.71; C= 54.56; H= 2.07; N= 8.18. Molar conductivity in DMSO 154 ohm- cm? mol'. Magnetic
moment pett (BM): 5.69.

(AS01) [Cr(C20H1sNs)CIICl2

Yield ~ 53%, Color = Teal blue, M.wt. = 501, M. pt. = 238°C; Analytical Calculation: Cal. M= 10.38; C=47.97; H=3.62;
N=16.78. FoundM= 9.17; C=46.77; H=3.12; N=15.82. Molar conductivity in DMSO 172 ohm™ cm? mol'. Magnetic
moment Llef (BM): 4.37.

(AS02) [Fe(C20H1s8N6)(NO3)I(NO3)2

Yield ~ 57%, Color = Brown, M.wt. =584, M. pt. = 261°C; Analytical Calculation: Cal. M= 9.56; C=41.11;, H=3.11; N=
21.58. Found M= 8.63; C=40.07; H=2.99; N=20.45. Molar conductivity in DMSO 167 ohm™ cm? mol-l. Magnetic
moment pett (BM): 5.67.
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(AS03) [Fe(C20H1sNe)CIICl2

Yield ~ 49%, Color = Rust color , M.wt. = 505, M. pt. = 255 °C; Analytical Calculation: Cal. M= 11.07; C= 47.60; H=
3.60; N= 16.65. Found M= 10.75; C= 46.23; H= 3.01; N= 15.45. Molar conductivity in DMSO 153 ohm™ cm? mol.
Magnetic moment pieif (BM): 5.72.

Molar conductance

Molar conductance of all synthesized complexes was measured at a concentration of 0.001 M in DMSO. For Cr(III)
and Fe(III) complexes, the measured conductance values fell between 153-172 Ohm! ¢cm? mol”, indicating that these
complexes are 1:2 electrolytes[10].

Electronic spectra and Magnetic moment

Electronic spectrum and magnetic moment data are very helpful in predicting the geometry of the schiff base
complexes. Electronic spectrum of all the synthesized complexes were recorded using DMSO as solvent. It has been
found that the magnetic moment of the Cr(III) complexes are 4.35-4.37 B.M., which is within the range predicted for
the presence of three unpaired electrons. Four peaks at 630-650, 420-450, 340-350 and 240-270 nm in the complexes of
Cr(Ill) electronic spectrum correspond to ‘Bi—*E?, “Bi— “B:*Bi— *Azand “Bi—*EPrespectively, indicating square
pyramidal geometry (Fig. 2).The peaks in the Fe(Ill) complexes at 800-850, 550-600, 320-390 nm, which can be
ascribed to various bands as dxiy—dxz, dyz and dxy—dz? imply square pyramidal geometry to Fe(Ill) complexes. The
magnetic moment value of the Fe(IIl) Complexes are 5.61-5.72 BM, which is within the range to corresponds the five
unpaired electrons with predicted high spin values[11][12].

Infra-red spectra

With the aid of the infrared spectrum, it is simple to comprehend the initial interpretation for the condensation of the
diamine and dicarbonyl group. There is strong evidence for condensation because the characteristic absorption band
for free amine and carbonyl group does not appear at near 3400 cm™ and near 1700-1720 cm™ respectively; and only
a medium to sharp intensity band appears at approximately 1490-1530 cm™ due to formation of azomethine linkage
(-C=N)[13][14]. A small drift in the absorption frequency values indicates that the nitrogen in the macrocyclic
complex is coordinated with the central metal ion. The C-N stretch manifested itself within the range of 1350-1000
cm™!. The compounds exhibit a band in the 450-420 cm™ region in their far-infrared spectra, which may be the result
of M-N vibrations verifying the coordination via the nitrogen of the azomethine group. In every nitrate complex, the
band detected at 250-220 cm™ was attributed to metal-oxygen vibrations, while the band detected at 300-320 cm™
might be related to M—Cl vibrations[15].

ESI-MS

In order to provide the structural details of the species that are being studied, the mass spectra of the complexes were
recorded using this spectroscopic technique[16]. This method can help to clarify whether the complexes are mono
meric or polymeric[17].Mass spectrum of AP02 and ASO1 exhibit m/z molecular ion peak at 682.12 and 501.83
respectively due to the [M+1]*. Complex ASOlshowed molecular ion peak at m/z value at 472.34, 444.97 because of
[M-C2Ha]* and [M-CsHs]*respectively; whereas peak due to [M-CsHi]* and [M+2H]*observed at 605.16 and 683.18
corresponding to complex AP02.

P-XRD

The XRD method is a significant characterization technique that is used to identify the crystalline nature of the
materials. It was found mainly, that the design of macrocyclic complexes changes from its metal complex and leads
into the formation of particular crystal structure. Powder X-ray Diffraction analysis of one of the Cr(Ill) metal
complex i.e. ASO1 was carried out by scanning it between Bragg's angle 20 = 5° and 90°. The XRD pattern of the
metal complex shown in Fig. 3 tells us about the crystalline nature of the compound. In the diffractogram intense and
medium to sharp peaks shown with maxima at the value of 20 9.007° and 17.137° indicate the presence of Fe(III).
These sharp peaks show the crystalline nature of compound. Similar outcomes were also found by some other
researches[18][19]. The Debye Scherrer formula, D = KA/BcosO (where D is normal or average crystallite size, K is
Scherrer constant, A(0.15406 ) is the employed for X-ray wavelength, and 3 is the full width half maximum), has been
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used to forecast the normal crystallite size from notable peaks[20]. The complex ASQ1 has a crystallite size of 33.67
nm, which denotes the coordinated compounds with nano crystalline phase.

BIOLOGICAL RESULT AND DISCUSSION

Antibacterial assay

The antibacterial potential of each novel macrocyclic complex was tested against two types of bacteria: Gram-
positive S. aureus (MTCC 731) and Gram-negative E. coli (MTCC 739). In order to understand the bactericidal effect
of synthesized macrocyclic scaffold on both Gram-positive and Gram-negative bacteria, ampicillin is used as the
standard reference medication. While strong activity was seen against S. aureus (Gram-positive bacteria) as shown
in Fig. 4 and Table 1, although all complexes showed no activity against the tested strains of E. Coli (Gram-negative
bacteria). Results shows potent activity at concentrations between 40 mg/ml and 200 mg/ml against S. aureus by
metal complexes AP02, AP03 and AS(01. On the other hand,AP01 demonstrated a moderate level of activity at
concentration 20mg/ml to 120mg/ml while at concentration 200mg/ml good potential exhibited by AP01 and AS(02
both.

DNA photo cleavage Activity

The potential discovery of chemical nuclease to defeat cancer is the world's most urgent concern right now. The
effect of trivalent transition metal complexes on DNA photo cleavage has been studied. These complexes are well-
known for their strong nuclease activities and particular DNA binding abilities. The results of DNA photo cleavage
experiments show that metal complexes AP02, AP03, and AS02 have strong DNA photo cleavage abilities. The AS03
macrocyclic complex exhibits a moderate degree of DNA cleavage.

CONCLUSION

Fe(Ill) and Cr(Ill) macrocyclic complexes were synthesized with good yield. Every complex displayed square
pyramidal geometry and a monomeric nature. The results of DNA photo cleavage activity indicate the good DNA
cleavage activity of Fe(Ill) complexes as compared to Cr(IlI) complexes. PXRD data shows that the nano crystalline
nature of complexes. All of the complexes showed good antimicrobial activity, and after determining their cell
toxicity, they might be employed as chemotherapeutic agents in the future.
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Table 1. Zone of inhibition diameter of novel metal complexes against S. aureus (Gram-positive bacteria)

Zone diameter measurement at different concentrations of the metal complex (in mm)
Complex | 10mg/ml | 20mg/ml | 40mg/ml 80mg/ml 120mg/ml | 200mg/ml | Drug
APO01 0 13 13 18 18 22 30
AP02 11 16 20 20 26 27 30
AP03 11 17 20 20 26 28 30
AS01 5 13 19 20 23 21 30
AS02 0 0 0 6 15 22 30
AS03 0 2 0 5 12 14 30
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Fig. 1a: Synthetic route to prepare complexes from o-
henylenediamine and phthalic anhydride.

Fig. 1b: Synthetic route to prepare complexes from o-
henylenediamine and succinimide.
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Fig. 2:UV-visible spectra of Cr(III) metal complexes.

Fig. 3:Diffractrogram of macrocyclic complex AS01.
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Fig. 4: Graphical representation of antibacterial potential of macrocyclic complexes at different concentration
against S. aureus.
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ABSTRACT

The present study deals with the synthesis of three metal complexes of the Schiff base derived from 2-
aminothiazole and 2-ethoxybenzaldehyde. The structure of the ligands and its metal complexes have
been experimentally confirmed by elemental analysis, mass spectrometry, spectroscopic methods like
UV-Vis and FTIR as well as magnetic measurement studies. The synthesized ligand was used for
chelation with Mn(Il)and Co(Il) ions in 2:1 (ligand : metal) molar ratio, whereas with Cu(Il) in 1:1 (ligand

: metal) molar ratio respectively. The elemental, spectroscopic and magnetic studies confirmed the
formation of square planar geometry around the Cu(Il) ion, octahedral geometry around Mn(Il) and
Co(Il) ion respectively. The neurotoxicity screening of compounds was screened using neuro blastoma
SH-SY5Y cell lines and it indicate that the cells were non-toxic either for ligands and complexes after 24
hours exposure. The results showed that all the metal chelates exhibit more cyto toxicity in contrast with
free ligands. The chelation was the significant reason for their high cyto toxicity. These results indicated
that the thiazole based metal chelates could be exploited as anticancer agents.

Keywords: 2-aminothiazole, 2-ethoxybenzaldehyde, EPR, FTIR, Neurotoxicity Screening
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INTRODUCTION

Thiazole is a heterocyclic ring having nitrogen and sulfur at 1% and 3 positions in the ring, is well recognized in the
literature due to its biological significance. Penicillin is the oldest known antibiotic having a thiazole moiety [1].
Similarly, vitamin B1 also contains a thiazole ring. Thiazoles, when coordinated with metal ions exhibits various
biological activities [2] including antioxidant, anti-inflammatory, antitubercular and also found to show a significant
improvement in the toxicological and pharmacological properties [3]. 2-aminothiazole derived from thiazole is a
significant scaffold found as a basic intermediate formed during the synthesis of various pharmaceutical drugs and
having broad biological spectrum [4]. The literature reveals that various Schiff bases have been synthesized from 2-
aminothiazole and variety of aldehydes. For example: biological activity of Schiff base derived from 2-hydroxy-1-
naphthaldehyde [5]; Schiff base obtained from 2-aminobenzothiazole with curcumin have been found to exhibit
antimicrobial profile [6] etc.. Aminothiazole Schiff bases have a significant importance because of their widespread
biological applications which includes antimicrobial, anti diabetic [7], antiviral [8], anti platelet [9] and anti
tuberculosis [10] etc. Thiazole derivatives are also known to have significant cytotoxic effect and many derivatives
have been prepared for targeting specific pathways. An example of these Thiazole containing compounds that have
been introduced into cancer therapy are Dasatinib and Dabrafenib which promotes tyrosine kinase inhibitory
activity [11, 12]. Owing to the ubiquitous use of thiazole moiety in drugs and natural product, we herein report a
new thiazole derived Schiff bases obtained by the condensation of 2-aminothiazole with 2-ethoxybenzaldehyde and
its transition metal complexes with Cu(II), Mn(II) and Co(Il) metal ions to scrutinize their anticancer properties. The
prepared metal based thiazole Schiff base were characterized by elemental analysis, spectral studies and magnetic
measurements. These compounds are then screened for their toxicity screening on SH-SY5Y neuro blastoma cell lines
for 24 hours treatments.

MATERIALS AND METHODS

2-aminothiazole and 2-ethoxybenzaldehyde were obtained from Sigma Aldrich. The purity of the Schiff base ligand
was detected by using the thin layer chromatography (TLC) technique. The FTIR spectra samples were recorded in
the range of 400-4000 cm? on a Shimadzu FTIR spectrometer. A high-tech Shimadzu Spectrophotometer was
employed for the UV-Vis analysis of all the synthesized compounds. EPR spectrum was recorded by JEOL Model
JES FA200 instrument. Magnetic moments of complexes were determined on Sherwood Auto Magnetic
susceptibility balance. Dulbecco’s Modified Eagle Medium (DMEM) and Minimum Essential Medium (MEM),
Dimethyl Sulphoxide (DMSQO), Fetal Bovine Serum (FBS), Phosphate Buffer Saline (PBS), and (3-(4,5-dimethylthiazol-
2yl)-2,5-diphenyltetrazolium bromide (MTT) were procured from Himedia (Mumbai, India). SH-SY5Y
neuroblastoma cell line was procured from the National Centre for Cell Sciences, Pune, India. The cells were cultured
in DMEM medium containing 10% heat-inactivated FBS and penicillin/ streptomycin solution (100 units/ml and 100
mg/ml respectively) at 37°C in a humidified, 5% CO:atmosphere.

Synthesis of 1-(2-ethoxyphenyl)-N-(thiazol-2-yl)methanimine

2-Ethoxybenzeldehyde (1.5g, 10 mmol) and 2-aminothiazole (1.0g,10 mmol) were dissolved in minimum amount of
ethanol and both the solutions were added to round bottom flask. The mixture was refluxed on water bath for 1 hr.
The brown coloured precipitate obtained was cooled to room temperature, washed with hot ethanol and methanol
and finally dried in an oven. The purity of ligand was preliminarily observed by thin layer chromatography in 10:2
mixture of Hexane and ethylacetate solvent.

General method of synthesis of copper, managanese and cobalt complex derived from 1-(2-ethoxyphenyl)-N-
(thiazol-2-yl)methanimine

1-(2-ethoxyphenyl)-N-(thiazol-2-yl)methanimine (2.32 g, 10mmol) was dissolved in 30 ml methanol. CuCl2-2H20
(1.34 g, 10 mmol)/ or Mn(CHsCOO)2-4H20 (0.87 g, 5mmol)/or CoCl2.6H20 (1.2 g, 5mmol) was also dissolved in
minimum amount of methanol and then added to the above solution. The mixture was then refluxed on water bath
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for 1 hr. The precipitates obtained were filtered and washed with ethanol and methanol and finally washed dried in
oven at 80°C.

Cell viability assay

SH-SY5Y cancer cells (1x104) were cultured in the 96-well plate and allowed to adhere overnight. Cells were then
treated with specific medium at different concentrations (25, 50, 100 and 200 pg/ml) for 24 h, followed by washing
with PBS to remove dead cells. Untreated cells were used as negative control, and Vincristine sulfate (5 pg/ml)
treated cells were positive controls. MTT assay was carried out three times in triplicate as described earlier [14]. The
percentage of cell death was calculated by using the formula given below:

%Cell death=[OD control-OD sample]/OD control x100

Where, OD control is the absorbance of untreated cells and the OD sample denotes absorbance of treated cells.

RESULTS AND DISCUSSION

An outline for the synthesis of the Schiff base and its metal(II) complexes are shown in Scheme 1 and 2. Ligand and
its metal complexes are coloured, solid and stable at room temperature. On heating at high temperature, they get
decompose and are more or less soluble in common organic solvents. Analytical data of the ligand and complexes,
together with physical properties are comparable with the proposed molecular formula. Manganese complexes has
1:2 (metal:ligand) stoichiometry whereas copper and cobalt complexe sexhibit 1:1 (metal:ligand) stoichiometry (Table
1). FTIR peak positions of the Schiff base and its complexes were assigned as given in Table 2. A peak at 1620 cm™!
was assigned to azomethine linkage in the ligand which get shifted by 10-20 cmin the complexes indicating the
coordination of the azomethine nitrogen to the metals ions. Similarly, the peak at 1255 cm™! which get shifted by 10-
14 cm in the complexes were assigned to v(C-O) bond of the ethoxy group[14]. In cobalt(Il) complex, the two band
due to vsy(COO) and vasy(COO) at 1390 cm™ and 1595 cm™ confirms the coordination of acetate ion. Metal-oxygen
v(M-O) and metal-nitrogen vV(M-N) stretch in case of complexes were observed in the range 557-562 cm! 442-465 cm™!
respectively. In addition, showed bands within (3014-3063 cm™) assign to v(C-H) aromatic. In ligand, peak at 1359
cm'due to V(C-N) and a peak at 741 cm-'due to v(C-S) were observed which remain unchanged in metal complexes.

Electronic spectra and magnetic measurements

The electronic spectra of the ligand [L] exhibits strong peaks at 272 and 338 nm (Table 3) assigned due to intra-ligand
n—7t* and n—1t* transitions respectively. The copper complex [CulLz] showed peak at 690 nm which may be assigned
to the 2Big—2A1, transition indicating square planar geometry, and the magnetic moment value of 1.81 B.M falls
within the range normally observed for mononuclear square planar Cu(Il) complexes [15]. The spectrum of cobalt
complex [CoCl:L:]exhibits absorption peakat 645, 760 and 525 nm due to *Ax(F)—*T1(P), 4T15(F)—>*A2gand
4T15(F)—>*Tigtransitions indicating the octahedral geometrywhich is further confirmed by its magnetic moment
value of 4.83 B.M. indicatingmonomeric cobalt(Il) species having four unpaired electron[16].In case of manganese
complex [Mn(OAc):L2], band appear at 625 and 440 nm that may be assigned to the spin forbidden ¢A1;—*T15(G)and
0A15—4T2¢(G) transitions respectively [16], indicating an octahedral geometry which is further supported by the
magnetic moment value of 5.81 BM typical of the manganese(Il) high spin complexes.

Electron spin resonance spectra

The EPR spectrum of copper(Il) complex[CuCl:L] shows one intense isotopic absorption band due to tumbling
motion of the molecules. However, in frozen state it exhibits four line pattern [(2nl + 1 = 4), nucleus spin value I =
3/2]with g values: gii (2.45) > g1 (2.13) >ge (2.0023), indicating the unpaired electron present in the dx?-y? orbital and
thus suggesting the square planar nature of the complex.ESR parameters of the manganese and cobalt complexes
could not be calculated due to low resolution of the slitting pattern.
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Mass Spectra
The mass spectra of ligand and their complexes exhibit the molecular ion peak at m/z = 332.05, 364.91, 637.07 and
593.01 respectively. The data obtained provide good agreement for the molecular formula of these complexes.

MTT assay

The MTT assay revealed the anti-cancer potential of the complexes which get enhanced with an increase in
concentrations (25-200 pg/ml) after 24 hour of incubation on SH-SY5Y neuro blastoma cells (Figure 1). The Cu
complex exhibited significantly enhanced neuro blastoma cell killing as compared to other complexes and ligand
(even at lower concentration) as depicted by ICso values (Table 4) The ICso value towards SH-SY5Y cancer cells was
indefinable after treatment with ligand. The enhanced cancer cell death via Cu complex suggested that the
interaction between this complex and the cancer cells mediated cancer cell death under in vitro conditions.
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Table 1. Analytical data for the ligand and its complexes

Elemental analysis % Calculated (Found)

Compound | Molecular Formula Colour
C H N M
[L] C12H12N20S brown 62.05(61.01) | 5.21(5.15) | 12.06(11.99) -
[CuCl:L] Ci2H12Cl2CulN20S | dark brown | 39.31(39.29) | 3.30(3.21) | 7.65(7.60) | 17.33(17.25)

[Mn(OAc):Lz] | CxsHsoMnNiOeS: | dark brown | 52.74(52.69) | 4.74(4.67) | 8.79(8.71) | 8.60(8.53)

[CoCl:L:] C24H24C12CoN4O252 green 48.47(48.38) | 4.08(4.16) | 9.43(9.37) 9.90(9.81)

Table 2. FTIR data for the ligand and its complexes

Compound | v(C=N) | v (C-O) | v (M-N) | v (M-0O)
[L] 1620 1254 - -
[CuCLL] 1610 1265 465 560
[Mn(OAc):L2] 1606 1265 459 557
[CoClzL2] 1600 1268 442 562

Table 3. Electronic spectral, ESR spectral and magnetic measurement data For the ligand and its complexes

Compound | Peak Position(nm) Assfge:::lent Hett(B.M)
[CuClLL] 690 [*B1g—?A1g] 1.81
2 0A1g—4Th
[Mn(OAc)Lz] Z 4(5) {6 Alz_>4T2§Eg;} 5.86
645 [*T1g(F)—>4T2g]
[CoCl2L] 760 [4T1g(F)—>*A2g] 4.83
525 [*T1g(F)—>*T1g]

Table 4. ICso values for the ligand and its complexes

Compounds | Pvalue(two-tailed) | Significant | ICs Values
[L] ND ND ND
[CoCLL] 0.0447 Yes 68.82
[Mn(OAc):Lz] 0.0306 Yes 54.90
[CuL:] 0.0001 Yes 5.980
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ABSTRACT

The inadequate control and improper use of antibiotics lead to drug resistance in microbes which

strongly generate requirement of development of resistance-resistant drugs. In recent years, metallic
nano particles have been emerges as potential alternative pharmacological agent due to their broad
spectrum activities. Moreover, recent findings identify the enhanced medicinal properties of nano
particles obtained from combination of metals and plant products. Present study describes the
fabrication, characterization and biological study of bimetallic (Zn-Cu) nano particles by using aqueous
seed extract of Trifolium alexandrium. The aim of this study is to prepare nano particles of natural
components by using ecofriendly, simple and inexpensive methods. The characterization of Zn-Cu-NPs
was observed by using UV, FTIR spectroscopy, XRD, SEM, EDX and TEM analysis. The obtained results
demonstrated the formation of homogenous distributed core-shell Zn-Cu structures with spherical and
semi crystalline nanoparticles. The extract and nanoparticles were subjected to antimicrobial analysis by
using two different strains of bacteria and fungi. Evidences show the excellent antimicrobial behavior of
aqueous extracts of Trifolium alexandriumalone but inhibition of bacterial and fungal strains have been
increased many folds of time after synergism with Zn-Cu.The synthesized nanoparticles were also found
to exhibit promising photo catalytic activity which ultimately makes them useful to treat waste water.

Keywords: Nanoparticles, Bimetallic NPs, Waste Water Treatment, Biological Potency, Trifolium
alexandrium
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INTRODUCTION

metal nano particles are entities made up of pure metals (silver, gold, platinum, zinc, iron, copper etc.) observed at
sub-micron scale by using their salts in the form of chlorides, fluorides, oxides, hydroxides, phosphates, sulfides etc.
Various methods have been used to synthesize metal nano particles like thermal decomposition method, microwave
irradiation, sol-gel method and many more [1]. It has been found that synthetic processes of nano particles obtained
from laboratory chemicals are costly and toxic due to production of large amount of waste materials. Hence efforts
has been made to synthesize nano particles by using extracts of various parts of plants which are considered as non-
toxic and less time consuming processes [2-6]. Nanoparticles has made an important place in the field of research
due to their use in various industries like packaging [7], medicine [8], medicinal devices [9], textile engineering [10],
water purification [11] and as biological agents [12-13] etc. Metal based nano particles especially derived from
various transition metals has attained a considerable attention due to their major applications in clinical and
pharmaceutical industry as they acts as inhibitory agents on maximum species of bacteria and fungi [14-15], shows
very good optical activity [16], heat transfer [17], high surface area volume ratio [18], magnetic property [19] etc.

Tremendous biological activities like, potential anticancer [20], photo catalytic [21], Ameliorate Defence, Antioxidant
[22, 24], anti-diabetic [25], anti-inflammatory [26] and many more activities especially shown by copper and zinc
nanoparticles obtained from plant extracts.On the basis of literature survey,seed extract of Trifolium alexandrinum has
been used to prepare metal based nano particles. Trifolium alexandrinum relates to the family Fabaceae. Phyto chemical
analysis have identifies the presence of proteins, fatty acids, terpenoid glycosides, amino acids and their derivatives,
flavonoids and their glycosides and isoflavonoids etc. in extract of plant. Various biological activities i.e. antioxidant,
anti diabetic [27] and enhanced wound healing capability in streptozotocin-induced diabetic rats etc. has also been
reported inextract of various parts of T.alexandrinum[28]. This paper is based upon synthesis of noval bimetallic nano
particles by using seed extract of T.alexandrinumand combination of two metal (Zn and Cu) salts. The obtained nano
particles shows excellent antimicrobial activity. The synthesis moiety was also found to treat waste water on analysis
against Resorcinol for photo catalytic activity.

MATERIAL AND METHODS

Zinc and Copper oxides used were of AR grade and purchased from Merck. All the reactions were performed on
magnetic stirrer with hot plate. Potato dextrose and Agar-agar were also purchased from Merck. Procured microbial
type collection culture (MTCC): institute of microbial technology (IMTECH), Chandigarh. Double distilled water was
used while whole process of experimentation. All apparatus were washed properly with double distilled water and
dried in hot air oven to prevent any contamination.

Preparation of Seed extract of Trifolium alexandrinum

The extraction of Seed extract of T. alexandrinum has been done by previously reported methods [29-30]. Fresh Seed of
T. alexandrinum were identified and collected from Local market, panchkula, Haryana, India. The Seed were first
washed with tap water and then with distilled water. After washing, Seed were dried in shade for 10 days and then
converted to fine power using an electric grinder. 15 g of crushed seed were mixed with 100 ml of water in a 200 ml
of beaker at room temperature. Mixture was incubated at 25°C for 24 hr. After that content was stirred for 30 minutes
at room temperature by using a magnetic stirrer. The obtained dark brown colored content was filtered by using
What man No. 1 filter paper. The filtrate was collected in a beaker and preserved at 4°C in a refrigerator for further
processes.

Preparation of monometallic Zinc nanoparticles solution
Cost effective and Very simple method was employed for synthesis of Zinc Oxide nano particles under laboratory
conditions. Approximately 100ml of aqueous solution of Zinc nitrate (0.1 M) was prepared and mix with Seed extract
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in a ratio 1:2 (plant extract: Zinc nitrate solution). The 50ml of zinc nitrate solution was added drop wise into 12.5 ml
of plant extract solution with continuous stirring for 2 hr. The colour of solution turn light brown which indicate
formation of Zn nanoparticles.

Prepration of bimetallic Cu-Zn nanoparticles solution

100ml of 0.1 M of copper sulphate and 100ml of 0.1 M zinc sulphate solutions were prepared in two different beaker
50ml of each solution was taken collective Cu and added drop wise to the 12.5 ml of seed extract (ZCS). The content
was stirred for 2hr. using magnetic stirrer. The colour of the solution turn dark brown to parrot green which the
confirm formation of (TXN/ZCS) bimetallic NP. Mixture was allowed to stand undisturbed at room temp. The green
ppt obtained were filtered and dried at room temperature.

Photo catalytic activity

The photo catalytic degradation efficiency of TXN/ZCSwas examined for the degradation of Resorcinol (RSL)in solar
illumination. The photo catalytic activity was performed by a double walled Pyrex glass chamber. 50 mg of
nanoparticles was added into 1x 10-° M solution of Resorcinol at constant temperature (30 °C + 1). The mixture was
kept in dark to achieve adsorption-desorption equilibrium. Then, the solution was subjected to sunlight and 3mL of
aliquot was taken out at different time intervals. The above aliquot was centrifuged to remove nanoparticles and
absorbance was noted at specified wavelength [31]. The percent degradation of dye was calculated using formula as

Co—Ct
o = 100

Where Co = initial concentration

% Degradation =

Ct = instant concentration of dye sample.

The kinetics of degradation was explained by pseudo first order kinetics. The rate constant (k) was calculated by the
following equation: Where the slope obtained from the plot of In A o /A vs t.Further different parameters like effect
of pH of the solution, photo catalyst dosage and concentration of dye were studied and degradation efficiency was
calculated.

Antimicrobial activity

The TXN/ZCS nano particles were tested for antimicrobial susceptibility against gram-negative and gram-positive
bacteria i.e., Salmonella Typhi andBacillus subtilis, respectively(32). To test antimicrobial activity, agar well
diffusion method was used (Swati et al., 2020). To carry out the antimicrobial assay, nutrient broth and nutrient
agar was used for the growth of bacteria. Bacteria pre-culture nutrient broth could be left in a rotary shaker
overnight at 35-37°C for 16-18 hours. The pre-culture broth was spread over nutrient agar media petri plates.
With the help of a puncture on the plates, 6mm diameter wells were created. Antimicrobial activity was tested
against pathogenic bacteria using different concentrations of TXN/ZCS nano particles i.e., 25ul, 50ul and 100ul
solution (100mg/ml) and 100ul antibiotic solutions (10mg/ml). Furthermore, ampicilin was used as a positive
control whereas, triple distilled water serving as a negative control. The Petri plates were incubated at 37°C for 16-
18 hours for the growth of bacteria. All of the tests were carried out in triplicates. Using the HiMedia antibiotic
zone scale, the diameters of the inhibition zones obtained around the wells were measured in millimetres (mm).

RESULT AND DISCUSSION

The current report describes the synthesis of Zn-Cu nano particles using seed extract of T. alexandrinum. Formation of
metal based nanoparticles has been observed by change in color of the solution on addition of seedextract in a
solution of Zinc and Copper sulphate. Various analytical and spectral techniques has been used to find the nature
and particle size of the prepared nano particles.
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FTIR: Fourier transform infrared spectroscopy Fourier transform infrared spectroscopy (FTIR) spectrum of
biosynthesized TXN/ZCS shows absorption peaks at 3551.26, 3414.33, 3236.33, 1617.88, 1143.46, 621.09 and 480.84 cm-
Figure.1. Strong absorption peak at 3,414 cm™ is resulted from stretching of the N-H band of aliphatic primary
amine groups or is indicative of present O-H groups due to the presence of alcohols, etc. The peak that appeared
around 3236cmis related to the stretching of the O-H bonds. Absorption peak at 1,617 are characteristics for group
(C=C).The peak at 1,143 Cm™ may be ascribe to -C-O- stretching modes. The band at 624.30 Cm™ and 456.98 Cm! are
attributed to the presence of Zn and copper stretching band.

FESEM and EDX Analysis

Fig.2.(A-B) is TXN shows rough morphology of trifolium alexandrinum. Fig.2.(C-D) are SEM monographs of ZCS
shows rectangular shape and also shows the crystline morphology. The combination of organic part and inorganic
part materials can lead to the formation of composite materials with unique properties. Fig.2.(E-F) the resulting
TXN/ZCS images obtained through scanning electron microscopy (SEM) exhibit an amorphous morphology
Amorphous morphology refers to a structure lacking long-range order or a definite crystalline pattern. In the
composite images, the integration of the organic and inorganic components does not result in a well-defined shape
or arrangement. Instead, the materials appear to be randomly distributed, lacking any distinct patterns or crystalline
feature. The total weight percentage of the analyzed components sums up to 67.79 wt.%, with carbon and oxygen
being the major elements present in the sample. This information can provide insights into the elemental
composition and relative abundance of different components in the analyzed material. TEM. TEM analysis was used
to examine the surface morphology of the fabricated Cu-ZnSos mixed bimetal. According to TEM the synthesized
TXN/ZCS nano particles have a spherical shape with agglomeration. TEM images of the lattice fringes provide
confirmation that the produced particles are agglomerated [23]. Figure.4. depicts the TEM image of Cu/Zn after pres
entering at 500°C. Furthermore, HRTEM pictures shows that the sample contains TXN/ZCS (24). The TEM images
shows that nano particles are formed.

XRD

XRD graphs of composite, organic and inorganic are given in Figure 5. A number of diffraction peaks with different
intensities were observed at 16.7°, 22.07°, 28.11°, 33.42°, 35.73°, 52.58 and 59.0° in the diffraction pattern of ZCS part.
Diffraction peaks at 16.7°,22.07°, 28.11°,35.73°, 52.58 gets disappeared in the diffract to gram of composite nano
particles. A significant amount of variation is shown in the intensity of the peaks at 34.4°, 60.7° and 71.3° in the
powdered X-ray diffract to gram of composite. The disappearance and reduction in the intensity of many peaks in
TXN/ZCS might be due to the incorporation of the TXN counter partinto the ZCS moiety. 5.15% crystallinity of
Composite nano particles was calculated by formula.

Antimicrobial Activity

Figure.6. Analysis of antimicrobial activity of TXN/ZCS nano particles against different pathogenic bacteria; A-
showed antimicrobial activity against Salmonella Typhi (gram- negative bacteria), B-showed antimicrobial activity
against Bacillus subtilis (gram- positive bacteria), whereas, the concentration of TXN/ZCS nano particles was 25ul,
50ul and 100ul; -ve showed antibacterial activity for negative control; +ve showed antimicrobial activity for positive
control (Antibiotic). The present study revealed that the synthesized TXN/ZCS nanoparticles showed antimicrobial
activity against both the gram positive and gram negative bacteria. The inhibition zones (in mm) of varying sizes
were obtained as mentioned in Table 2 and Figure 6.The inhibition zones were measured by taking the amount of
100ul of TXN/ZCS nanoparticles solution and ampicilin in a different well. The positive control showed the zone of
inhibition against both gram-positive and gram-negative bacteria. In table, gram-negative bacteria showed minimum
zone of inhibition as compare to gram-positive bacteria. The positive control showed the inhibition zone of different
sizes in different pathogenic bacteria i.e., Salmonella Typhi (16.6£0.58) and Bacillus subtilis (17+0.56) but negative
control showed no zone of inhibition.
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Photo degradation

The photodegradation activity of TXN/ZCS was determined by investigating the degradation of RSL under natural
visible-light irradation. Figure 7a,b depicts the UV spectra of RSL at different time intervals of light exposure with
both TXN/ZCS and ZCS. The intensity of the peak gradually decreases, which suggests a decrease in the
concentration RSL. Figure 7c shows the percentage photodegradation of resorcinol as a function of time in the
presence of TXN/ZCS and ZCS. It was observed that 90 % of RSL gets degraded over 180 min of solar exposure. The
order of RSL degradation is as follows: TXN/ZCS (90.52%)> ZCS (63.15%). The photodegradation process follow
PSEUDO-FIRST-ORDERKINETICS, and the plots are shown in fig.7d. The higher value of rate constant for TXN/ZCS
was found to be 0.01773 min as compared to sole counterpart’s photo-catalyst. Fig.8a, b.RSL being anionic in nature
showed greater reaction tendency with photo-catalyst in basic pH. The results showed that at photo-catalyst in
basicpH. The results showed that at pH 9.0 maximum degradation rate 0.03661 min-! was observed for TXN/ZCS
(0.01566 min! for ZCS). The effect of photo-catalyst dose was studied in the range of 50 to 250mg. figure 8¢, d.
exhibits the effect of catalyst loding on % degradation of RSL with TXN/ZCS and ZCS. The maximum rate of RSL
was 0.0361571 min-1 with 150mg of TXN/ZCS loading (0.01566 min-1 with 150mg of ZCS).The effect of RSL
concentration was studied in the range of 10-90ppm. The rate values at different dye concentrations for TXN/ZCS
and ZCS are potted in Fig. 8 e,f.The rate of removal of Resorcinol (RSL) for 50 ppm of RSL concentration. As the
concentration of RSL, the rate decrease. The decline is because of the scarcity of active sites with an increase in RSL
concentration. All active sites get saturated and hinder the photo degradation process.
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Tablel. Based on the provided SEM EDX data, the composition of the analyzed sample is as follows:

Element series Series unn. | Cnorm. | C Atom. ¢ Err([)‘fvfo /DS]Igma)
[wt.%] [wt.%] [at.%]
Oxygen K-series 17.21 25.39 34.53 9.59
Carbon K-series 16.81 24.80 4493 11.49
Copper K-series 13.57 20.02 6.85 2.29
Zinc K-series 12.57 18.55 6.17 2.47
Sulfur K-series 5.21 7.69 5.22 0.74
Phosphorus | K-series 1.49 2.20 1.54 0.33
Potassium | K-series 0.92 1.35 0.75 0.25
Total 67.79 100.00 100.00

Table.2. Inhibition zones (mm) of TXN/ZCS nano particles against gram-positive and gram-negative

bacteria
Bacteria 25ul 50ul 100ul | Positive control | Negative control
Salmonella Typhi | 18+0.55 | 21+0.56 | 23+0.67 16.6+0.58 ND
Bacillus subtilis | 20+0.53 | 24+0.48 | 27+0.54 17+0.56 ND
Composite
Organic
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ABSTRACT

M. olifera (commonly known as ““miracle tree Moringa oleifera”) is a medicinal plant of Moringaceae family
and highly advantageous for human health because of their efficacy as neuro-modulators, immune-
stimulators and antioxidants. A variety of phyto chemicals as phenolic acids and bio molceules (eugenol,
naringnin, apigenin, kaempferol, quercetin etc.) are reported In extract of M. oleifera leaf. Due to the

presence these phyto chemical constituents, the extract of M. oleifera plant parts is significantly useful for
the economic and eco-friendly synthesis of various single and bi-metallic nano particles (NPs). The
developed NPs by this economic approach exhibited excellent utility in anticancer, antimicrobial activity
and water remediation applications as photo catalyst. This review study summarizes the recent progress
in synthesis of metallic NPs using phyto chemical constituents of M. oleifera plant along with their
potential application in various scientific domains including anticancer and antibacterial properties.

Keywords: Moringa Oleifera; Phyto chemicals; Photo catalytic degradation; Anticancer, Antibacterial
efficacy
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INTRODUCTION

Moringa oleifera (M. oleifera) belonging to the Moringaceae family and known as an edible and ayurvedic herb
because of its various nutritional and health advance features. In addition, due to the hairy stems, M. oleifera is
commonly called as “miracle tree”[1-5]. Extract of this plant are highly useful against various infection arises from
bacteria, fungi, protozoa and viruses [3-5]. Bark is smooth, dull dim in shading and pale yellow in colour. Twigs and
shoots are short yet bristly hairy. Crown is wide open umbrella shaped. It has been reported that M. oleifera plant is
significant enriched with high content of phenolic compounds, mostly flavonoids, phenolic acids and their
glycosides. It also like saponins, tannins, terpenoids, beta-carotene, vitamin C, vitamin E, and poly phenols [1,6].
Polyphenols content of M. oleifera leaves has been a strong antioxidant effect against free radicals and decrease
impacts of oxidative stress (OS) [2,7-10]. Mumtaz et al., [5], and Gopi et al., [11] reported the presence of various
phenolic compunds via the solvent extraction study of of M. oleifera leaves using n-hexane, chloroform, ethyl acetate,
butanol and aqueous solvents (Fig. 1). M. oleifera plant have medicinal properties, which includes renal protective,
hepato protective, neuro protective, antioxidant, anti-inflammatory, anti-carcinogenic, antimicrobial, and immune-
improving activities. Renal Protecting property of M. oleifera can be seen in case of heavy metal toxicity via regulation
of renal functions and prevention of oxidative damage as well as inflammatory reactions [1]. M. oleifera can also cure
various types of chronic diseases. M. oleifera leaves, has been utilized for curing anxiety, stress and pain, asthma,
fever, wounds, anti-diabetes activities 2,12], neurological problems, cancer treatment, and, kidney stone formation
[12], antimicrobial, anti-inflammatory and anti-cancer.

In addition to the various medicinal applications, the M. oleifera plant extract is highly useful in the synthesis of
single and bimetallic NPs as an eco-friendly, inexpensive synthesis approach such as silver NPs [13], zinc oxide
NPs[14], magnetite NPs [15], MgO NPs [16], titanium dioxide NPs [17], and selenium NPs[18]. The above reported
phyto chemical constituents of M. oleifera plant extract are reported as excellent reducing and capping agents which
offer significant advantages to prepare stabilized metallic NPs. M. oleifera plant extract mediated synthesized NPs are
highly useful in various environmental, energy storage and medical applications including anti-cancer, anti-bacterial,
and photo catalytic degradation of organic contaminants from aqueous media. For instance, Se NPs have been
reported for antibacterial potential [10], nephro toxicity [2], antiurolithiatic activity and antimicrobial activity against
pathogens[10], ZnO/Ag NPs displays anticancer activity [19]. La20sNPs has been utilized for drug delivery
applications for the tested pathogens [20], ZnO/Ag NPs synthesis and their anticancer activity [19], AuNPs exhibited
antioxidant, anti diabetic and anticancer activities [21]. CeO2NPs exhibit a high antimicrobial activity in the range of
15-31 mm zone inhibition[22]. RGO/V20s electrode indicates the suitability of the material in the field of energy
storage[23], Ni/FesOs M. oleifera leave extract NPs is an efficient catalyst for the degradation of Malachite green [24].
In this review study, we have summarized recent advances in the preparation of various metallic NPs with the
utilization of M. oleifera plant extracts. The process of nano particle synthesis and their applications are clearly
discussed along with scientific explanations. In addition, shortcoming behind this green synthesis approach for large
scale nano particle synthesis and future prospects are also discussed.

Synthesis of metallic NPs using extract of M. olifera.

In this section, biogenic synthesis of single and bi-metallic NPs is discussed along with their environmental and
medical applications. In addition, approved methodologies and techniques involved in nanoparticle synthesis are
also insight in detail along with statement of NPs applications. Tumbelaka et al. [25] reported, to synthesized
Fes04/TiO2NPs and their applications in photo catalytic degradation. The M. oleifera leaf was heated in distilled water
at 60 °C. A dark-greenish solution was formed after stirring for one hour and then was cooled at room temperature.
The filtration process was continued using Whatman 01 paper, in Fig. 1(a). Author firstly, took 4.054 g of FeCls.
6 H2O and 2.086 g of FeSO4. 7 H20 (Fig. 1(b)) and were dissolved in distilled water and stirred for a few minutes.
While stirring at 600 rpm, the M. oleifera solution was added to the FesOssolution. In addition, 10% ammonia solution
was added and then the solution was stirred for 90 min. The nanoparticles were next magnetically separated; the
precipitated FesOs NPs were then dried for two hours at 100 °C. NPs were prepared using the same method used for
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FesOu (Fig. 1(c)). FesOs was dissolved in 10 mL of ethanol and ultra sonicated for 30 min. The FesOs solution was
mixed with 30% TTIP solution while stirring at 800 rpm for one hour at room temperature. Acetic acid was added
until a pH of 2 was achieved. The solution was washed several times with distilled water and the precipitate was
separated with an external magnet. Finally, the precipitate was dried in a furnace at 100 °C for two hours. The
coprecipitation method was used for green synthesis of photo catalyst FesOs/TiO2 NPs with FesOs/TiO2
concentrations of 3:1, 1:1, 1:3, 1:5, and 1:7. The EDX Spectrum showed the existence of elements O, Ti, and Fe
confirms the formation of FesOs/TiO2 NPs. From X-ray diffraction and selected area electron diffraction it was
observed that TiO:2 has a tetragonal structure and FesOs has an inverse spinel cubic structure. Fourier-transform
infrared spectra showed functional groups namely -H, C—0O, C—C, and C-N which indicating successful green
synthesis. A vibrating sample magnetometer displayed that FesOs/TiO2 NPs exhibited saturation magnetization in
the range of 11.15-30.38 emu/g, with a coercivity value of approximately 55 Oe. The degradation efficiency of
methylene blue was optimal for FesO4:TiO: at a concentration of 1:7 which reached 99.9% degradation for two hours
for uptake every 20 min. NPs could be recycled up to four times due to their magnetic properties. The study
concluded that FesO4/TiO2 NPs can be proved economical in treating of organic pollutant. Matinise et al. [26]
reported, to synthesize ZnZrOs nanocomposites by M. oleifera plant extract. 30 g of cleaned M. oleifera leaves were
immersed into 300 mL of boiled deionized water. The mixture was heated for 1 hour 45 min. at 50 °C under magnetic
stirrer. Then the mixture was cooled at room temperature and filtered through a Millipore filter. Author’s another
study. ZnZrOs nano composites, weight 5.0 g of zinc nitrate and zirconium nitrate were dissolved into 50 mL of M.
oleifera extract under magnetic stirring for one hour.

The foil was used to cover the solution for 18 hours. After the appearance changes in colour no precipitation formed.
Then, dried the solution in a standard oven at 100 °C and washed with distilled water to remove the reductant
materials of the extract. The sample was annealed at different temperature (500 and 700 °C) for two hours
Identification of Structural, morphological and optical characters of the nano composites were studied by XRD,
HRTEM, FTIR and PL. XRD analyses revealed pure and polycrystalline face-center cubic structure of ZnZrOs nano
composite. Electrochemical properties of the nano composites were characterized by cyclic voltammetry and
electrochemical impedance spectroscopy using NaOH as an electrolyte. ZnZrOs nano composites demonstrated high
electrochemical activity. To accomplish ZnZrOs nanocomposites can be ultized for electrochemical applications due
to good voltametric response, high electro-activity and good electrochemical kinetics. Kayathiri et al. [27] reported ,
to synthesized BaZrOs NPs through M. oleifera leaf extract. Total weight of 25 g M. oleifera (Drumstick) leaves were
washed with de-ionized water, dried, crushed into powder and dissolved in 25 mL. de-ionized water, 5 mL ethanol
and kept in soxhlet apparatus maintained the temperature at 60 °C for two hours. After that filtration was performed
using Whatman No.1 filter paper. Author synthesized BaZrOs, barium chloride and zirconium oxychloride 0.1 M of
each were dissolved in 140 mL de-ionized water and 10 mL. liquid ammonia. After stirring for 30 min the solution
was kept undisturbed for two hours to form precipitates which were washed, calcined at 400 °C for one hour and
crushed to form BaZrOs NPs. The use of liquid ammonia as precipitating agent has been avoided when M. oleifera
leaf extract is used. So that the toxicity involved with ammonia was avoided when BaZrOs; NPs are green
synthesized.

The synthesized BaZrOs NPs were heated at 200 °C for one hour to avoid agglomeration and to maintain uniform
grain size. The complete procedures adapted to green synthesize BaZrOs NPs using leaf extract is shown in Stages I
and II of (Fig. 2). In another study, characterization by X-ray diffract to grams revealed cubic nature of the samples
with (110) preferential growth. XPS studies confirmed the presence Ba, Zr and O. BaZrOs NPs exhibited antimicrobial
property against E. coli and A. terreus. BaZrOs NPs exhibited degradation property of 84.1% after 90 min against CR
dye. and it seems to be well suited for practical applications as potential dye deactivator under UV light. Merugu et
al.[28] reported, to synthesize bimetallic silver and copper NPs from M. oleifera (drumstick) fruit pulp aqueous
extracts and their antimicrobial activity was tested. M. oleifera (Drumstick) fruits extract is used with Milli-Q water.
Drumstick fruit aqueous extracts were filtered and 40 mg each of silver nitrate and copper acetate was dissolved and
incubated for 24 hours at 70 °C. The silver and copper NPs containing fruit pulp aqueous extract solution was
centrifuged and washed with Milli-Q water. The samples were then subjected to different analytical techniques for
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characterization. FTIR, Raman spectroscopy, SEM and TEM showed the functional groups, morphology and size.
EDAX was used for confirmation of the chemical composition. Antimicrobial activity was tested through disc
diffusion method. The bimetallic NPs were 9 nm in size. The NPs inhibited pathogenic bacteria as compared with
Ampicillin. Antimicrobial property was observed in NPs so that these can be used in preparation of antibacterial
drugs. Preethi et al, [10] reported, to synthesize 20% Ag-doped CuO NPs. 10.0 g of M. oleifera leaves in powdered
form were dissolved in 100 mL of double distilled water and kept boiling at 80 °C for two hours. 5.0 mL of M. oleifera
leaf extract was obtained. The solution color was changed to light brown and stored at -4 °C for further usage. In
another work 0.5M of CuCl.. H20 was dissolved in 50 ml of double distilled water and then added 5.0 mL of
prepared leaf extract. Complete reaction mixture was kept in stable pH and the solution was continuously stirred for
2-3 hours. The final product was filtered and dried at 150 °C in the furnace. Author for synthesizing 20% Ag-doped
CuO NPs, took appropriate quantity of AgNOs and CuClz. H2O was added to it, and followed the similar procedure.
The Pure and 20% Ag-doped CuO NPs have been successfully prepared by a green agent like M. oleifera leaf extract
is shown in Fig. 3. X-ray Diffraction, displayed the monoclinic structure, the average crystallite size for pure and 20%
Ag-doped CuO NPs were found to be 1522 nm and 3.67 nm. The surface morphology of the specimens was
analyzed by FE-SEM and TEM. FE-SEM images depicted the nanostructures for pure and 20% Ag-doped CuO NPs
The average particle size obtained for the NPs from FE-SEM was found to be in the range of 12.84 nm-14.52 nm &
2.55 nm-5.04 nm was in good agreement with the average crystallite size from XRD results. TEM images displayed
that CuO NPs were distributed uniformly and for 20% Ag-doped CuO NPs, Ag NPs adhered on the surface of CuO
NPs, EDAX spectra indicated that the peaks were corresponding to Cu, O, and Ag elements.

The presence of functional groups was identified by Fourier Transform Infrared Spectrometer (FT-IR). The stability
of the NPs was confirmed by zeta potential analysis. The negative potential value of -34.23 mV and -36.12 mV for
green synthesized NPs were identified. The green synthesized CuO NPs exhibited growth inhibitory activity
towards microbes but while increasing the (20%) concentration of silver (Ag) as a dopant it showed excellent results
towards antimicrobial activity. With an increase in the concentration of NPs, the weight of the formed crystal was
gradually reduced for control to pure from 2.67g to 0.51g and for 20% Ag-doped CuO from 2.67g to 0.36g at 5%
concentration. The inhibitory effect of synthesized 20% Ag-doped CuO NPs showed a percentage of inhibition of
86.95% as compared with pure CuO showed 81.52% at a 5% concentration. Maximum inhibition was observed for
20% Ag doped CuO NPs against bacterial pathogens such as S. aureus, Bacillus subtilis, and Escherichia coli (8mm) in
diameter and fungal Candida albicans (6bmm) in diameter. This encouraged the creation of ammonium magnesium
phosphate hexahydrate crystals and a reduction in the nucleation rate of urinary tract infection-causing struvite
stones. To conclude the beneficial impact of green synthesized pure and 20% Ag doped CuO NPs can be considered
as ideal for environmental, biomedical, and pharmaceutical applications.

Rafique et al.[19] reported, synthesis of zinc oxide/silver NPs (ZnO/Ag NPs) using three different plant extracts. The
plants were used M. oleifera, Mentha piperita, and Citrus lemon. 20 g of M. oleifera leaves, Citrus lemon peels, and Mentha
piperita leaves were sliced into tiny pieces and boiled in distilled water with constantly stirring Optimum time
duration ranges from 40 to 80 min at temperatures from 40 to 80 °C as given in Fig. 4 (a). later the extract was filtered
and stored at 10 °C for further process. In another work, 0.9 M zinc acetate dihydrate solution was prepared in DW
and 0.1 M silver nitrate solution was prepared in DW, 10 mL of plant extract M. oleifera, Mentha piperita, and Citrus
lemon was added to the combined solution of zinc acetate dehydrate and silver nitrate as shown in Fig. 4 (b). The
solution was kept on the magnetic stirrer for ~70 min at 70 °C and with a stirring rate of ~1200 rpm. After ~70 min a
colloidal type solution was obtained. The solution was centrifuged and composite powdered form was obtained at
the bottom of the centrifuge tube. After filtration the precipitates were washed the by distilled water. The composite
powder was then dried at a temperature of 70 °C for 24 hours in an oven. The same co-precipitation method was
adopted for the synthesis of Ag, and ZnO NPs using M. oleifera plant extracts. Fig. 4 (c) provides a potential reaction
route for the synthesis of ZnO/Ag using M. oleifera, Mentha piperita, and Citrus lemon, where functional components of
plant extracts ligate with zing, a silver pioneer. The extract contained flavonoids that acted as ligands and had the
unique capacity to chelate different metal ions, which promotes ion reduction and subsequent stability of the ions to
their nano form. As mentioned through equations (Fig. 4(c)) zinc acetate and silver nitrate dissolved in water to form
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freely moving ions. The free ions targeted the phenolic compound’s active sites in the extract, for stability and
reduced it to its nano form. Reduction process contributed "OH" functional groups in phyto chemicals. Hydroxyl
aromatic ring groups interacted with zinc and silver ions to form complex ligands. When the organic solvent mixture
was heated it resulted in the formation of ZnO/Ag NPs. Characterization of was performed through UV vis, XRD,
FESEM, EDX, and FTIR techniques. ZnO/Ag NPs exhibited narrow size having an average particle size upto 119 + 36
nm. Silver NPs, zinc oxide NPs and ZnO/Ag NPs synthesized with M. oleifera have anticancer property against
human cervical cancer cells (HeLA). It was found that ZnO/Ag NPs demonstrated in vitro cell viability of 72%, 81%,
and 84% using 2.5, 5, and 10 pgl' of ZnO/Ag NPs for 24 h. Whereas Ag NPs and ZnO NPs prepared through M.
oleifera displayed 50% and 60% cell viability using 2.5 pgL! concentration for 24 h. ZnO/Ag NPs was found to exhibit
strong anticancer agents as compared to Ag NPs and ZnO NPs. The MTT assay and the HeLa cancer cell line were
used to assess the cell cytotoxicity and validate the anticancer activity of the green synthesized ZnO NPs, Ag NPs,
and ZnO/Ag NPs using Moringa oleifera. Synergism between ZnO and Ag occurred, so that the composite material
exhibited greater in vitro anticancer activity toward human cervical cells. It was revealed that the aqueous M. oleifera
extract stabilized synergistic ZnO/Ag NPs have their applications in biomedical research and innovation. Prasad et
al.,,[24] reported, a low-cost and ecofriendly method for synthesis of nickel supported iron oxide magnetic NPs
(Ni/FesOs MNPs) from M. oleifera leaves extract as reducing and capping agent. 20 g M. oleifera leaves were dried and
powdered and then refluxed at 80 °C with 100 mL of de-ionized water for two hours.

Then the mixture was allowed to cool to room temperature. Aqueous extract was centrifuged at 8000 rpm was
obtained through filtration. The filtrate was stored at 4 °C for further processes. In another work, Author prepared
green synthesis of Ni supported on magnetite nano catalyst, weight 0.5 g of FeCls. 6H20 and 0.1 g of NiCl.. 6H20
were dissolved in 30 mL aqueous extract of the leaves M. oleifera at 70 °C under dynamic stirring. Then, added drop
wise a solution of 1.0 M Na2COs to the mixture to obtain alkaline pH ~10, which caused changing the color of the
solution. After continues stirring for three hours, a suspension was formed which gave precipitate of Ni/FesOs M.
oleifera NPs following the centrifugation at 8000 rpm and the obtained NPs were rinsed with ethanol and distilled
water and then dried at 60 °C for 12 h. The as-synthesized Ni/FesOs nano composite was characterized by various
physicochemical characterization techniques such as FTIR, powder XRD, XPS, TEM and BET sorption methods. The
results show that the Ni/FesOs M. oleifera NPs were exhibits spherical in shape with the size range of 16-20 nm. At
room temperature, magnetic measurements of composite clearly evince ferromagnetic natures with saturation
magnetization (Ms) of 76.8 emu/g. The XPS results show that the presence of Fe, Ni and O elements in the nano
composite. And also, the percentage calculation of Fe and O elements in the composite sample shows about 15.42 (Fe
2p3/2), 13.23 (Fe 2p1/2) and 28.82% (Ols), respectively. The catalytic activity of Ni/FesOs M. oleifera NPs as a novel
magnetic adsorbent for the removal of Malachite green from aqueous solution was determined by UV-vis
spectroscopy. The binding of nickel onto the surface of magnetic FesOs NPs are confirmed by various microscopic
and spectroscopic techniques. Furthermore, Ni/Fe3Os M. oleifera NPs shows strong catalytic activity towards MG dye
degradation.

The significant advantages of this methodology are short reaction time, mild reaction conditions and elimination of
hazardous materials. Raj et al.[23] synthesized RGO/V20s nanocomposite by boiling 50 g of fresh, wash and dry
M. oleifera plant leaves in 500 mL of DI water for 60 min in an Erlenmeyer flask. After 60 min. extract was filtered out
by Whatman filter paper. The extract was stored in an airtight container for 4 hour and utilized as a reducing agent.
In another work, firstly made 9:3 a mixture of H25S04 and HsPOs and a second mixture of graphite/KMnOs4 with a
mass ratio of 2:6 was made. To avoid a vigorous reaction, the acid mixture was slowly poured into the beaker
containing the graphite-KMnOs mixture in an ice bath at a temperature of 5 to 10 °C. The solution was kept at a
constant temperature of 60 °C in a water bath. The solution was withdrawn from the water bath and mixed with 400
mL distilled cold water at end of the reaction. Then after, 5 mL of H20: was added dropwise, resulting in a
yellowish-colored solution. The addition of H20: was intended to terminate the oxidation reaction by reacting
directly with the excess potassium permanganate. The reaction product was rinsed four times with HCl aqueous
solution and distilled water until it reached the appropriate pH. Added 10 mL M. oleifera leaf extract was combined
with graphene oxide paste. For an hour, the mixture was heated while being stirred with a magnetic stirrer at 70 °C.
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A stoichiometric amount of this solution was combined with Vanadium hydroxide precipitate, which is made by
reacting sodium metavanadate with ammonium chloride in a 1:10 ratio. The black and foamy structure was moved
to a stainless-steel container coated with Teflon and placed in a muffle furnace for two hours of hydrothermal
treatment at 130 °C. After cooling, the solution was washed many times with DI water before being dried in an oven
at 80 °C for four hours. After drying, the material was carefully crushed with a glass crusher and pestle and stored
for future use. RGO/V:0s nano composite synthesis was given in Fig. 5. Analytical, spectroscopic, and
electrochemical characterizations of synthesized V205, RGO, and RGO/V20snano composite were utilized to evaluate
its morphology and structure. The RGO production and recombination with V205 was confirmed by the
Characterization, RGO. The process involved M.oleifera leaf extract followed by hydrothermal treatment. When
compared to pure RGO and V205 nano flakes, the RGO/V205 nano composite exhibited improved electrochemical
performance. The enhanced activity is due to the improved surface area and conductivity. RGO/V:205 nano
composite displayed a good specific capacitance of 906 Fg! at a scan rate of has been accomplished for RGO/V20s
nano composite at a scan rate of 2 mVs'. Modified RGO/V20:s electrode exhibited good stability and can preserve
roughly 83% of its initial capacitance even after 5000 cycles. The result of electrochemical performance of RGO/V20s
electrode indicated the suitability of the material in the field of energy storage. In addition to this, other single and
bimetallic metallic nanoparticle synthesis from different metal precursor (with their properties and application) that
have been examined in various studies in recent years are summarized in Table 1.

CONCLUSION

The major phyto chemicals e.g.,alkaloids, flavonoid and polyphenolic derivatives found in the extract M. oleifera
plant parts behave as reducing agent for restoration of precursor metal ions into NPs as well as also perform the
function of capping/stabilizing agent in order to maintain the synthesized particles in nano range by the prevention
of agglomeration. it is observed that M. oleifera plant extract is favorable for the synthesis of variety of single and bi-
metallic NPs as an in-expensive and eco-friendly approach. The synthesized NPs exhibit excellent efficacy in various
application including water remediation, energy storage, anti-cancer and anti-bacterial applications. Although M.
oleifera extract favored green synthesis of metal NPs, there are distinct concerns as quantification of product yield
with respect to utilized extracts of M. oleifera plant parts, reproducibility and consistency in shape and sizes of single
and bimetallic NPs. The above discussed literature clearly inferred that the name of key phyto chemicals and their
assessment in utilized volume of plant extract is still not very much clear and not optimized in a particular fixed
parameters. Consequently, the recognition of key phyto chemicals as reducing, capping and stabilizing agents and
their analysis are needed in the future research for the green synthesis of single or bi-metallic NPs with distinct
characteristics and high yields.
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ABSTRACT

Bimetallic organic frameworks have become one of the most important raw constituents for the

manufacturing of photocatalytic semiconductor materials. Herein, a newly developed reduced graphene
oxide supported Ni/Co metals based orgnicframeworks (NCMR) nanocomposite was prepared using
terephthalic acid via simple solvothermal method. The methylene blue (MB) dye was photo catalytically
degraded using the produced nanocomposite. A variety of methods, including XRD, FE-SEM, UV-visible,
BET-PSD, and FTIR were used to study the structural characteristics and morphology of synthesized
nanocomposites. Results showed that NCMR exhibits exceptional photo degradation activity towards the
MB dye and degrade it almost completely (99.8%)within 120 minutes of sunlight irradiation which is
significantly higher than pure nanocomposite (Ni/Co-MOF) (74%). Furthermore, designed photo catalyst
showed exceptional cyclic stability and retain almost 93.5% of initial degradation efficiency even after 5%
cycle.

Keywords: Photocatalysis, Nanocomposite, Metal-organic framework, Dye degradation, Reduced
graphene oxide.

INTRODUCTION

Currently, industrial effluent holding diverse harmful compounds has resulted in substantial environmental
degradation and drawn significant attention from academia and business. The volume of dye manufacturing in
India is enormous, leaving behind a large amount of effluent. Dye effluent contains strong color, high levels of
toxicity, intricate elements, and limited biodegradability, all of which are hazardous to the ecosystem and human
health [1-2]. Furthermore, the procedure of dyes breakdown by natural processes is painstakingly slow. As a result, it
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is critical to use artificial ways to remove these harmful pigments from waste water. Methylene blue (MB) is a very
common organic colorant which is found in high concentrations of effluent [3]. Physical adsorption, photo Fenton
oxidation, advanced oxidation processes, and photocatalytic degradation are among the wastewater treatment
technologies described in the literature [4, 5]. Photocatalytic degradation has been recognized as a potent wastewater
treatment technique, attracting all over the globe, owing to its excellent qualities, green, and low cost [6]. In the last
several years, metal-organic frameworks, or MOFs, have become more and more prominent in the field of
photocatalysis [7]. MOFs are crystalline porous substances generated by the self-assembly of inorganic metal centers
with bridged organic linkers [8]. MOFs offer several benefits over typical semiconductor photo catalytic materials,
such as a high level of porosity, large surface areas, regular pore channels, changeable pore size, structural diversity,
and tailor ability [9-11]. Although, single-metal MOFs have been effective in the photodegradation of organic
contaminants during the past several years [12, 13]. However, because of the synergistic impact of the mixed metals,
in a number of applications, multi-metal MOFs are said to outperform single-metal MOFs [14].

It is discovered that the semiconducting characteristics and stabilities of bimetallic MOFs are enhanced by their
design. Sun et al. discovered, for instance, that MOF-74 (Co-Ni) exhibited greater catalytic activity for oxidizing
cyclohexene when compared to pristine Co-MOF-74 [15]. Ye et al. demonstrated that Ni/Co-MOF displayed
improved cyclic reusability and stability when catalytically oxidizing atrazine [16]. Building a hybrid photocatalytic
setup may be thought of as a successful tactic to further increase photocatalytic performance. In recent years, it has
been shown that combining RGO with MOFs can improve photocatalytic performance by increasing surface area,
increasing visible light responsiveness, and separating photo induced pairs of electrons and holes [17]. Nevertheless,
there hasn't been any research on combining RGO using dual metallic Co/Ni BDC MOFs to create hybrid photo
catalysts that effectively degrade organic pollutants. In this work, a unique and incredibly effective hetero structure
(NCMR) was created by decorating Co/Ni-MOFs (NCM) over RGO nano sheets using a one-step solvo thermal
approach. The effectiveness of NCMR composites for MB's photocatalytic degradation was examined when exposed
to visible light.

MATERIALS AND METHODS

Chemicals

NCMR was synthesized and characterized using analytical grade reagents and solvents provided by Central Drug
House (P) Ltd. (India) without the need for further purification. Shilpent Enterprises (India) supplied research-grade
RGO that was >99% pure and had a BET of >150 m?/g.

Characterization Methods

Each sample was characterized by XRD (Panalytical'sX'Pert Pro), FTIR (Perkin Elmer - Spectrum RX-IFTIR), and
FESEM (ZEISS EVO 50). N2 adsorption-desorption isotherms were evaluated with Tristarll 3020Micromeritics (at 77
K).

Synthesis of NCM and NCMR

Co(NOs)2.6H20 (0.70 g), NiCl2.6H20 (1.04 g), and 1, 4-BDC (0.336 g) were combined in 55 mL of DMF and stirred
until the mixture turned transparent. This translucent mixture was then heated to 120 °C for 18 hours using a 100 mL
stainless steel reactor that had a Teflon lining. The precipitate was gathered and filtered away following the reactor's
natural cooling. After many washes with 40 mL of DMF and 40 mL of methanol, solvent molecules and precipitate
that hadn't yet reacted were eliminated. After that, the product was manually crushed to an extremely fine powder
and let to dry overnight at 60 °C. Comparably, 100 mg of RGO was used in a reactor with comparable conditions to
synthesize NCMR.
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Evaluation of photodegradation activity

A few samples of MB dye were used to test photodegradation efficiency of NCMR. The photocatalytic degradation
was investigated using a 50 mL solution containing 20 mg/L MB dye and 30 mg/L catalyst. The first 20 minutes were
spent for vigorously stirring the 50 mL dye solution in the dark without illumination. After that, the resulting
combination was placed in intense sunlight, and the concentration of the dye (MB) was measured at various points
throughout the photo degradation using a UV-Vis spectrophotometer (Lambda 750/NIR/PerkinElmer, USA). These
tests were carried out using MB at room temperature (pH 5) and wavelengths of 664 nm.

RESULTS AND DISCUSSION

FESEM micrographs were used to study the morphologies of synthesized NCMR nanocomposite (Figure la-d).
Fabricated MOF structure represents a spherical structure with an average diameter of 300 nm. Interestingly, owing
to strong interaction with RGO, MOF particles were uniformly distributed over RGO sheets [18]. The PXRD patterns
of NCM and NCMR are evaluated to study the crystal structure of materials (Figure 2). The (200) and (202) planes of
NCM are associated with two unique wide diffraction peaks at 20 =9° and 20 = 15.7°, respectively [19]. A broad peak
corresponding to the (002) plane at 20 = 25.7° represents the presence of RGO and supports successful formation of
NCMR nano composite [20]. The porous nature of created nano composites was evaluated by measuring their
surface area using BET (Brunauer, Emmett and Teller) procedure and N2 adsorption-desorption isotherms (Figure 3).
Interestingly, a large surface of 104 m?g was found by computing the BET-specific surface area for NCMR.
Furthermore, synthesized photocatalysts exhibit hierarchical porosity with a large number of mesopores and
micropores (inset Figure 3). The involvement of functional groups in the synthesis of MOFs was examined by FTIR
studies. This is because the (-COO-) stretching vibrations are symmetrical and asymmetrical, the linker terephthalic
acid exhibits two distinctive peaks at 1682 and 1287 cm™(Figure 4) [21]. In the case of NCMR synthesis, the peaks at
1682 and 1287 cm™ are missing, indicating that the ligands are coordinated with metal centers. Furthermore, peaks at
1590 and 1424 cm™ are seen in NCMR, which align with the flexible vibrations of the ligand's symmetric as well as
asymmetric (-COO-) bonds that are coordinated to the metal centers [18]. The OH group vibrational stretching is
responsible for the peaks located at 3424 cm™[22].

Optical Properties

Utilizing UV-vis spectroscopy is a viable method for understanding the optical properties of photocatalysts. The UV-
vis spectra of pristine NCM and NCMR nanocomposites are shown in Figure 5a. When RGO is added, the
absorption of NCMR nano composite shifts toward a more visible region, suggesting that RGO increases the ability
of NCMR catalyst to absorb wider range of sunlight in visible region. It is therefore anticipated that the resultant
nanocomposite photocatalysts would have apparent light-activated photocatalytic activity. The band gaps of the
synthesized materials have been determined to be 3.01 eV for NCM and 2.88 eV for NCMR nano composites,
respectively, using Tauc's equation (Figure 5b)[23].

Photocatalytic properties

The photocatalytic efficiency of synthesized materials was evaluated using a modal dye methylene blue (MB). Before
photo degradation experiment the dye mixture was blended for twenty minutes in a dark medium. As represented
in Figure 6, MB photodegradation was observed by a decrease in maximum absorption intensity corresponding to
(Amax=664 nm) in the UV-visible spectrum [24]. RGO supported material demonstrated almost 100% degradation of
MB dye within 120 min of sunlight irradiation. However, only 74% dye was removed by catalyst without RGO under
identical conditions. This is because, presence of RGO along with Ni/Co-MOF provide better charge separation,
increase light absorption, reduce optical band gap as well as electron hole recombination. In addition to
photocatalytic activity, reusability test for NCMR were investigated over the course of five runs. Interestingly, 93.5%
of degradation was maintained even after 5" cycle (Figure 6c).
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CONCLUSION

In summary, NCMR nanocomposite was successfully synthesized using simple solvo thermal technique. Designed
nanocomposite displayed large specific surface area (104 m?/g) and lower optical band gap (2.88 eV). RGO provide a
template for uniform decoration of bimetallic MOF over 2D graphene sheets. Exceptional qualities of RGO such as
high surface area, better electron transport and synergistic effect with Ni/Co-MOF help in improving
photodegradation activity of NCMR nano composite. Under 120 min of sunlight irradiation NCMR demonstrated
100% removal of organic dye (MB) which is significantly greater than pure Ni/Co-MOF (74%). Additionally,
designed nano composite represents excellent cyclic reusability up to 5™ consecutive cycle. The empirical findings
showed that NCMR nano composite may be effectively used in wastewater treatment facilities to remove organic

contaminants.
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ABSTRACT

Dating is a sort of romantic association amongst humans, where the individuals personally or socially
see each other, and spend some time together to understand others” behavior with an aim of evaluating
each other's compatibility as a potential partner for the future. The practice of dating after the advent of
new media has taken a different shape. The advancement of the internet gave birth and rise to a new

age system of dating commonly termed “ONLINE DATING APPS”. These apps seem to have a great
impact on today’s busy world, especially among youngsters. These platforms provide a base for both
genders to get their desired partners to match their expectations. Apps such as Tinder, aisle, bumble,
Ok Cupid, match.com, and many more are very famous among the mass, but as it is correctly said,
everything has its own pros and cons, online dating apps has given birth to a new 21st-generation
online disease that is netting the world rapidly called as “ ONLINE ROMANCE SCAMS ”. As the
report of India TV shows that about 63 percent of social media users and 3 percent of the general
population have been victims once, women, middle-aged people, romantic idealizations of affective
relationships, and people with a higher tendency to anxiety are at a greater risk of a potential victim of
such scams. The study aims to examine the new trend of these frauds, and how it is affecting the
victims’ life mentally and emotionally. The precautions to be kept in mind before using such apps, the
mental health of the victim, after being scammed, and the nature and pattern of the scams being done,
by examining survey results of five hundred correspondents from Jamshedpur (Jharkhand, India).

Keywords: Romance Scams, Online dating, Health Communication, New Media, Behaviour, Attitude.
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INTRODUCTION

The market size of online dating sites has reached $1 billion, and the sector's growth rate is impressive. In the
recent decades, globalization, digitalization and modernization have significantly changed the face of Indian
culture. Changes are occurring in all domains of the society, be it political, economic or social, or any vertical.
Digitalization is not only advantageous it has multiple cons too, like the online frauds, which is not only alarming
but a matter of huge concern. Humans have long understood the desire to develop romantic connections which
initially starts with dating and “Dating” can be defined as “a dyadic relationship involving meeting for social
interaction and joint activities with an implicit or explicit intention to continue the relationship until one or the
other party terminates or until some other more committed relationship is established (e.g., cohabiting,
engagement or marriage)” (Straus, 2004). Dating as “a dyadic interaction focuses on participation of mutually
rewarding activities that may increase the likelihood of future interaction, emotional commitment, and/or sexual
intimacy” (Sugarman and Hotaling 1989), but we have also realised that finding the right partner can be difficult.
These sites offer services of access, communication and matching (Finkel et al, 2012).The rapid development of
information and communication technologies (ICTs) and the prevalence of the internet offers an alternative venue
for romantic endeavours (Rege 2009),0One has access to more possible love partners through site membership than
they would through traditional offline dating. Mathematical algorithms are used to establish compatibility between
potential partners and provide matches based on a range of criteria (Valkenburg & Peter, 2007). The use of online
dating services is so wide that Mitchell (2009) and Frost et al (2008) estimated that users spend up to twelve hours
a week on online dating activity. Which has given birth to a newer version of romantic association called the
“online dating” and it has resulted in the spike of crime the “Romance Scam”. The online dating romance scam is
an Advance Fee Fraud that is frequently carried out by global criminal organisations. (Despite the fact that it has
also been shown that lone criminals participate in this illicit activity) via online dating sites and social networking
sites. (Whitty & Buchanan, 2016).

According to the Online Dating Magazine founder Joe Tracy (2013), globally, there are over 8000 dating websites.
Many online dating sites, including the top five sites globally, provide a mobile app-based version of their services
for customers to access on their smart phones. A few popular dating websites are e-Harmony, OK Cupid, Zoosk ,
Match.com, and Plenty of Fish. Fraud committed online against individuals has become a global problem (Button,
2012; Levi, 2008; Smith, 2010 ).Very Few studies have been conducted on mass marketing fraud(Button et al., 2013;
Levi, 2008). There are even very fewer research studies that address the psychological effects of this type of crimes
on victims. If victims are to receive the right assistance and treatment and if present policing practises are to be
improved when dealing with victims of this sort of crime, it is essential to understand the psychological damage.
This article focuses on the online dating romance scam as one sort of mass-marketing fraud. This crime is being
highlighted because it is so common, so unusual, and because it has the potential to result in a "double hit" —the
loss of a relationship as well as a financial loss.

In these scams, the scammers create a fake account on the dating sites and social networking sites with someone
else’s’ photographs or morphed images. The criminals then initiate a relationship with an intention to defraud their
prey with a hefty sum of money, with a different identity. While they simulate developing relationships with their
victims, the end goal of the scammers is to defraud them. Before asking for money, the criminal puts the victim
through a series of phases as their relationship evolves. The fraudster expresses their love for the victim at an early
stage and requests that their relationship go from the dating site to messaging or telephonic communication,
claiming that they want an exclusive connection with the victim. At this sensitive point of association, the criminal
grooms the victim, primarily through the use of online media to establish a deep, personal contact with the victim.
Over the course of weeks, months, or even years, communication is regular and intense. Phone conversations are
also possible, but they are usually infrequent. Victims reveal personal information about them and form a trusting
bond with the perpetrator. During the grooming stage, the prey usually falls for the predator. The fraud ends only
when the victim learns they have been scammed and ceases to give money (Buchanan and Whitty, 2014 & Rege,
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2009). Once a large sum of money is deposited into the fraudster's account, the scammers' communication stops.
The victim, who has never seen him or her physically but has created an imaginary small happy world with the
fraudster, shatters emotionally, drifts into sadness, and loses his or her mental health and tranquillity.

Although the online dating and constant increase in romance scams are being reported these days, still the online
dating sites and applications are propagating like anything. People are aware of these types of scams still, they are
falling apery. This study is exploratory in nature and aims to

¢ Study the mental health of the victim

¢ Explore the change in victims’ attitude and behaviour.

RESEARCH METHODOLOGY

To study the behavioural and the changes in the attitude the researcher uses mixed research method which is a
combination of both qualitative and quantitative approach. As defined by Creswell the mixed method is such one
research method in which the researcher gathers, analyzes, and integrates both qualitative and quantitative figures
in a single and multiple studies in a sustained program of inquiries (Creswell and Plano 2011). This method has the
potential to extract substantial data for a conclusion through a convergence of findings. Secondly, through this
method the scholar would be able to answer to a broader range of research queries, as the research is not confined
to a single method. In conclusion, the mixed method approach can deliver materials and insights that might be
missed if only a single method were used (Creswell and Plano 2011), both the methods will contain open-ended as
well as closed-ended questions. Moreover, the use of qualitative and quantitative approaches in combination
provides a better understanding of research problems than either approach alone (Creswell and Plano 2011). The
researcher is aware of the mixed method approach’s disadvantages, such as the time and effort required for the
study, and the requirement that the researcher be proficient in both methods. Finally, data analysis might be
challenging, especially if different methodologies produces different outcomes.

METHOD-I SURVEY

Survey method was used to acquire data from the target population; the researcher employed a questionnaire as a
data gathering instrument for the survey data collection. The people aged between 18-30 were involved in the
study of the universe as this age group uses the online dating application at large (Chakraborty 2019). The
respondents are from the urban area of Jamshedpur, East-Singhbhum district of Jharkhand.

SAMPLING DESIGN

A sample design is a method for selecting a representative sample from a population. It refers to the method or
procedure used by the researcher to pick things for the sample. Sample design may as well lay down the number
of items to be included in the sample, the size of the sample. The sample design is determined before data are
collected. (Kothari & Garg, 2014)

SAMPLING TECHNIQUE
In this investigation, basic random sampling was chosen as the sample technique. The researcher has chosen the
urban neighbourhood of Jamshedpur. The responses and opinions of the respondents will be regarded as the views
of the people of Jamshedpur. Even in the event of a huge population, the sample is more equally distributed
throughout the population.

FINDINGS OF THE SURVEY

An online survey of 300 samples was conducted out of which 179 respondents have used the online dating mobile
application and were defrauded.
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Fig 1: Percent of Female and male involved in the study

The graph shows that the female who has been defrauded by romance scams is 42 % whereas 58% of males using
online dating mobile applications were at least once defrauded. All the respondents who have responded are
unmarried.

Do you agree that your mental state was
hampered?
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Fig 2: Shows the mental state of the victims
The graph shows the mental state of the victims after the scam. 72.06 % of the respondents strongly agreed that
their mental state was precarious whereas close to 25.69 % agreed that they were mentally unstable. 1.68 % of
respondents have a neutral opinion. And only 0.55 % of respondents showed their disagreement whereas none of
the respondents strongly disagreed that their mental state was very unstable after the scam happened to them.
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Did you went to depression after the scam?
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Fig 3: Shows the depression among the victims
The graphs in figure 3 show the depression among the victims. 68.72 % of the respondents strongly agreed that
they were into depression after the scam. 27.93 % of the respondents agreed that they went into depression. 2.80 %
of the respondents had a neutral view and only 0.55% strongly disagreed that they went into depression, whereas
none disagreed that they were into depression.

Did you get emotionally breakdown after the
scam?
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Fig 4: Shows the depression among the victims
Figure 4’s graphs demonstrate that out of 179 respondents 178 respondents which are 99.45 percent of the total

respondents have gone through an emotional breakdown, and only 0.55 percent has not gone through the
emotional breakdown after the scam.

69994




Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©OIJONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Amit Kumar Singh and Rahul Amin

Was your work concentration hampered
after the scam?
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Fig 5: Shows the work Concentration

The graphs in figure 5 demonstrate that the work concentration of the victims was hampered. 68.71% of the
victims strongly agreed that their work concentration was hampered because of the fraud they went through. 27.39
% agreed that their work concentration was hampered only 3.91 % have a neutral viewpoint.

Did you feel irritated after the scam?
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Fig 6: Shows the work Concentration
The graphs in figure 6 demonstrate the percentage of respondents who had irritated feelings after the scam. 68.71%
of the total respondents strongly agreed with the statement that they felt very irritated right after the scam
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happened to them, whereas 27.93 % of respondents agreed that they have irritated feelings after they were
defrauded, and only 3.55% of the respondents have a neutral opinion.

Did you feel alienated after the scam?
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Fig 7: Shows the work Concentration
The graphs in figure 7 depict the percentage of the respondents who went alienated after they were defrauded.
97.20 % of respondents agreed that they went alienated. 1.11 % of respondents said they felt alienated sometimes,
whereas 1.67% of the respondents never felt so.

METHOD-II INTERVIEWS

The researcher has prepared interview schedule. The interview schedule is based on the general questions related
to the research topic. The researcher has included both close-ended and open-ended questions in the interview
schedule, the use of online dating apps is considered sensitive, and the opinions expressed through survey
methods may not be totally reliable, an interview of total 11 psychiatrists and psychologists was conducted to
authenticate the results.

FINDINGS OF THE INTERVIEWS

The in-depth interviews brought out rich information and knowledge about the mental health of the victims residing
in Jamshedpur, the results shows that the victims are male in most of the cases and they belong to a vulnerable age
group of 20-25 years where they can be an easy prey of the scammer. The male to female ratio of victims are 60:40 the
females those who are the victims belonged to the age group of 16-20 years. In case of female victims majority of
these cases are blackmailing, as after spending some time together, the victim develops a very good equation with
the scammer and the victim starts sharing their private photographs, which is later used as a blackmailing tool for
the scammers. As a result the mental health statuses of the victims are they get into depression, they get anxiety
disorder, Impulsive behaviour sometimes the victims get suicidal tendency, they get disturbed sleep cycle, and some
follow the escapism. And these kinds of victims keep themselves isolated and every now and then they become
alcoholic.
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CONCLUSION

The research mentioned above offers fresh perspectives on the traits and experiences of those impacted by the online
dating romance fraud. As per the findings, the victims of romance scams go through a lot of mental health issues.
They go through many emotional damages and they also lose their mental composure. The victims very often get
anxiety feelings, which also hamper their work. Other behavioral changes can be seen on them like they are irritated
all the time. The materialistic loss is repairable but the kind of emotional breakdown they go through takes a lot of
time to them to get back to normal. The victims get into depression sometimes they develop suicidal tendencies,
sometimes they follow the escapism route to dodge the problem by alienating themselves from the surroundings but
that also doesn’t help the victim. Some people's experiences also caused them to lose faith in others. The mental
stability of the victims is the major missing.
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ABSTRACT

The notion of quasi-ideals and quasi-prime ideals of ternary right almost semigroups are introduced

which is a generalization of semigroups. The characterizations of quasi-ideals and quasi-prime ideals of
ternary right almost semigroups are discussed. The concept of quasi-ideal and quasi-prime ideal of
ternary right almost semigroup with right identity is also discussed.

Keywords: Quasi ideal of ternary RA-semigroup, Quasi-ideal of ternary RA-subsemigroup, Quasi-ideal
of ternary RA-semigroup with right identity, Quasi-prime ideal of ternary RA-semigroup, Quasi-prime
ideal of ternary RA-subsemigroup, Quasi-prime ideal of ternary

RA-semigroup with right identity.

AMS Subject Classification code: 17A40, 20N10

INTRODUCTION

Algebraic structures are important in mathematics and have a wide range of applications in many fields such as
physics, computer science, engineering, information science etc. Clifford and Preston [1] developed the algebraic
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theory of semigroups in 1961, while Kasner[7] investigated analogous structures earlier and proposed the concept of
n-ary algebras. In 1980, Kim Ki Hang and Roush Fred [8] looked on ternary semigroup associative on each pair of
factors in ternary semigroup. Universal algebras with one associative ternary operation are known as ternary semi
groups. Dixit and Dewan [2,3] are credited with introducing the concept of quasi, bi-ideal and minimal quasi-ideal in
ternary semigroup that cannot be reduced to a semigroup.

We examine the concept of Quasi-ideal and Quasi-prime ideal of ternary right almost semigroup, construct many
examples and discuss some key topics in this paper. Some concepts and ideas to theternary right almost semigroup’s
Quasi-ideal and Quasi-prime ideals are also discussed. We also look at Quasi-ideals and Quasi-prime ideals of
ternary right almost semigroups and their characteristics.

PRELIMINARIES
Definition 2.1. A non-empty subset Q of a ternary RA-semigroup is called a quasi-ideal of S if
1. S(SQ)n S(QS)n Q(SS) < 0.
2. 5(5Q) N ($9)(Q(S)) n Q(SS) Q.
Remark. Let S be a ternary RA-semigroup.
1. Each Quasi-ideal Q of S is a ternary RA-subsemigroup, that is,
Q(QQ) S (5(5Q) n 5(QS) N Q(SS) < Q.
2.Every right ideal of S is a quasi-ideal of S.

Theorem 2.2. Let S be a ternary RA-semigroup. If Q; is a quasi-ideal of S, then N;¢; Q; is a quasi-ideal of S.
Proof. Suppose that Q; is a quasi-ideal of S. Then S(SQ;) N S(Q;S) N Q;(SS) S Q; and S(SQ;) N (SS)(Q;S) N Q;(SS) € Q;.
Then by the definition of quasi-ideal, we have

S(5Q:) N S(Q:S) NQi(SS) <O
S|S Qi) ns ( Qi)s n( Qi) (5S)
(D) #((0e))(0
=(ssean()s@s)n(J@ssy

i€l i€l i€l

=(ssean()s@s) n(J@ssy

€ 5(50) N S(QS) N Qu(SS)
c (Q)
S(SQ) N (SHQS) N (SS) < Q.

and

5(5Q0) N (S)(@S) N (S € @,
=[ssern((s@s) [ |@ssy
L€l

i€l i€l i€
€ 5(50) N (55)(@:S) N Q:(59)
< (@)
Therefore S(S(| @) NS((] |@)H)SHN( |Q:)(SS) < Q; and
[Jons Jeownd oo <]
(ssenn[en@sn[ess» (e
i€l i€l i€l i€l

Hence ;e Q; is a quasi-ideal of S.

Theorem 2.3. Let S be a ternary RA-semigroup with right identity. Then a S? n S%a is a quasi-ideal of S, for every
a €S.
Proof. Let S be a ternary RA-semigroup with right identity. Then by the definition of quasi-ideal, we have
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S(S(a(sS) n (SSHa)) = ((SS)a) N (a(SS)(SS))
((8S)a) n (aS?(5S))
((S)a) n (S(Sas?)
((58)a) n (($8)(as?))
(as?) n (($H(($$)Ha)
(as?) n ((55)(a(59))
(as®) n ((89)a(Ss))
= (aS?) n (SS)a.
Therefore S(S(aS? N S?a)) N S(((aS?) N (S?a))S) N ((aS? N S%a)S)S < aS? nS%?a and
S(S(aS? n S?a)) n S%((aS? n 5%a)s?) n ((aS? n 5%a)S)S S asS? n S?a
Hence aS? n S?a is a quasi-ideal of S.

Theorem 2.4. Let S be a ternary RA-semigroup with right identity. Then A U AS? is a quasi-ideal of S, where ¢ # A C S.

Proof. Let S be a ternary RA-semigroup with right identity. Then by the definition of quasi-ideal, we have
S(S@a(ss) n (SS)a)) = ((SS)a) N (a(SS)(SS))
((5$)a) N (aS2(5S))
= ((5S)a) N (S(Sas?)
((89)a) n ((55)(as?))
(as?) n ((SS)((SS)a)
(as?) n ((SS)(a(SS))
(as?) n ((SS)a(Ss))
= (aS?) n (5S)a.

Therefore S(S(aS? N S2a)) N S(((aS?) n (5%2a))S) N ((aS? N S?a)S)S € aS? N S?a and

S(S(as? n $%a)) n S?((aS? N (S?2a)$?) n ((aS? n S?a)S)S <€ aS? n Sa.
Hence aS? n S2a is a quasi-ideal of Sand A U AS? is also a quasi-ideal of S.

QUASI-PRIME IDEAL

Definition 3.1. Let S be a ternary RA-semigroup. A right ideal P is called quasi-prime if A(BC) S P implies that
A € P(or)B < P(or)C < P forall rightideals 4,B,C € S.

Example 3.2. Let S = {0,—a,—b,—c} be a ternary RA-semigroup with right identity a. Then {0, b} is a quasi-
prime ideal of S.

Theorem 3.3. Let S be a ternary RA-semigroup with right identity. Then a right ideal P of S is quasi-prime if and
only if a; (apas) € P implies that a; € P (or) a, € P (or) a3 € P, and ay,a3,a3 € S.

Proof. Suppose that S is a ternary RA-semigroup with right identity. Let P be a right ideal of S. Then by the
definition of right ideal, we have

(a1(58))((a2(85))(a3(5S))) = (a1(55))(az(SS)(az(SS)))
(a1(55))(S(az5)(a3(SS5)))
(a1(55))((SS)az(as(S5)))
(a1 (S5)((SS)azaz)
(a1(85))(azaz(5S))

a1 (aaz)(SS)

P

N M

(@1(55)) ((a2(59))(a5(59)))
Thus a; (SS), a,(SS), a3(SS) are rightideals S so that,
a;(ee) € ay(SS) S P or ay(ee) € ay(SS) S P or az(ee) € az(SS) € P. Conversely, suppose that if a;(azas) € P,
thena; € P (or)a; € P (or) az € P, and ay,ay, az € S. Suppose that A(BC) € P and A, B and C are right ideals of S
such that A € Pand B € P. Then there exists a; € 4,a, € B such that a;,a, € P. Now consider a;(ayaz) €
A(BC) c P, forall ag € C. So by hypothesis, a; € P for all az € C implies that C S P. Hence P is a quasi-prime
ideal in S.
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Example 3.4. In the ternary RA-semigroup Z of all negative integers, the ideal P = {5x: x € Z} is a quasi-prime
ideal of Z. But the ideal Q = {385x:x € Z} is not a quasi-prime ideal of Z, since (=5)(=7)(—=11) = —385 €
Q, but-5 ¢ Q,-7 ¢Q, and —11 € Q.

Theorem 3.5. Let S be a ternary RA-semigroup with right identity. Then a right ideal P of S is quasi-prime if and
only if a;a,, az € P, implies that a;(aa3) € P for every ay,a;,a; € S.
Proof. Suppose that S is a ternary RA-semigroup with right identity. Let P be a right ideal of S. Let aja,,a3 € P —
a;(azaz) € P and ay,ay,a3 € S. Then by the definition of right ideal, we have
((a1(55))(a2(55)))(az(5S5)) = (S5)(az((a1(S9))(a2(59)))
(SS)[(a2(55)) (a1 (SS)az)]
($9)[(az(S5))(a1a3)]
= (a1a3)[(a2(5$)(SS)]
€ (a10a3)(a2(S5))
€ a;(azaz)(SS)
((a1(59))(a2(59))) (a3(59)) & P
Thus a,(SS), a,(5S),a3(SS) are right ideals S so that,
ai(ee) € a;(SS) € P or ay(ee) € a,(SS) S P or az(ee) € az(SS) € P.
Conversely, suppose that if a;(a;az) € P, then a; € P (or)a; € P (or) az € P, and ay,a;,a3 €S. Suppose that
A(BC) < P and A,B and C are right ideals of S such that, A € Pand B € P. Then there exists a; € 4, a, € B such that
ay,a; € P. Thatis a;(azaz) € A(BC) & P.Hence P is a quasi-prime ideal in S.

Theorem 3.6. Let S be a ternary RA-semigroup with right identity. If A isa right ideal of S and P is a quasi-prime
ideal of S,then AN P isa quasi-prime ideal of A.

Proof. Suppose that S is a ternary RA-semigroup with right identity. Clearly A n P is a right ideal of A. Let
a; (azaz) € A N P. Then a, (azaz) € P, sinceA N P € P. Since S is a quasi-prime ideal of S, we have a; €
P(or)a, € P(or) az € P.Therefore a; € A N Pora; €A N Por az €A N P. By the theorem [3.3], we get A N Pis a
quasi-prime ideal in S.

Theorem 3.7. Let S be a ternary RA-semigroup with right identity. If P is a quasi-prime ideal of S, then
(P : ay: ay)is a quasi-prime ideal of Sand a,,a; € S.
Proof. Suppose that P is a quasi-prime ideal of S. We have (P : a;: a;)is a right ideal in S. Let x(yz) € (P : a;: ay).
Then
z)(x(a1a2)) = (a1a2)(x(yz))

= (x(yz))(a1az) €P
x(aya;) € P(ayay) € P(or) y(aya;) € P(ayay) € P (or) z(a;a,) € P(aay) S P.
Thereforex € (P: a;: az) (or)y € (P: aj:ay) (or)z € (P: a;:ay).
Hence (P : ay:ay) is a quasi-prime ideal of S.

Theorem 3.8. Let S be a ternary RA-semigroup with right identity. If P is a quasi-prime ideal of S, then
(P: A: B) isaquasi-primeideal of Sand 4,B € S.
Proof. Itis straight forward by the theorem 3.7.

Theorem 3.9.Let S be a ternary RA-semigroup with right identity. A righti deal P of S is a quasi-prime ideal if and
only if S — P is either ternary RA-sub semigroup of S or empty.

Proof. Suppose that P is a quasi-prime ideal of Sand S — P # ¢. Let aj,a;,a3 €S — P. Then ay,a;,a3 € P. We
get a;(azasz) € P so a;(azas) € S — P.Hence S — P is a ternary RA-subsemigroup of S. Conversely suppose that S —
P is either ternary RA-subsemigroup of S or empty. If S — P is empty, then S = P and hence P is a quasi-prime ideal
of S. Suppose that S — P is ternary RA-subsemigroup of S. Let a;(a;as) € P. Then a,(a,a3) € S- P.Since S — P is
aternary RA-subsemigroup, we get a; € S— P (or) a, € S— P (or) ag € S — P. Therefore a; € P (or) a; € P (or) a3 € P.
Then we have P of S is a quasi-prime ideal of S.
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CONCLUSION

In this paper we discussed the characterizations of quasi-ideals and quasi-prime ideals of ternary right almost
semigroups. The concept of quasi-ideals and quasi-prime ideals of ternary right almost semigroup with right identity
are also discussed.
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ABSTRACT

Artificial Intelligence or Al is the intelligence displayed by machines. Previously it was defined as
Intelligence that mimics the human cognitive behaviour and skill set. But now Al is looked at and dealt
with more rationality. Al has extended its wings to various fields like reasoning, learning, planning,
execution, natural language processing etc. Software implications of artificial intelligence (AI) have been

extended to a wide range of fields, ranging from interpreting human speech. Recent examples include the
Siri and Alexa services offered by Apple and Amazon, the Tesla self-driving cars, numerous game apps,
web searches, etc. Al does, however, have its limitations because it is constantly constrained by the
information that is currently available and is never able to analyze data creatively, as a human mind can.
This paper aims to study the limitations of AI when it comes to creative writing and how it can never
replace screenwriters or create film plots even with the plethora of information that it possesses.

Keywords: Artificial Intelligence, creative limitations, literature, script creation

INTRODUCTION

Al is computing that strives to perform human tasks, but better. It includes perceiving, thinking (including
comprehending and producing words in the manner of Siri and Alexa), learning, predicting, decision-making, and
following commands (Drones and autonomous vehicles like Tesla).Modern Al requires efficient learning algorithms
and an abundance of extremely potent data for pattern recognition training to accomplish all this effectively.
Artificial neural networks, which are biologically inspired programs based on the neural networks of the brain, are
currently the most well-liked and effective algorithms[1,2].The information is particular to the apps. For instance, all
of our online choices, such as what we read, watch, click on, and buy, give useful data to Al algorithms that are
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working to better serve us, especially when it comes to giving us customized adverts to enhance the likelihood that
we will make an online purchase.

The domain of Al

Al is everywhere. The age of artificial intelligence is here. It is taking over a range of professions, tools, media, and
technology and promises to alter every aspect of life, from business and industry to healthcare and education. It is
pervasive but mostly unnoticeable.[3,4]. Al has been influencing human beings heavily, even for day-to-day errands
like telling us how to reach a destination with the help of on board navigation and pitching in suggestions when
buying something online based on previous purchases. Human beings have gotten highly accustomed to Al that
even if a person knows how to drive to a location, navigation assistance is still used as a form of convenience.
Advantages of Al

As modern Al is often more efficient and effective than people, reliance on it is unavoidable. In addition to defeating
humans at chess and Jeopardy, it can assess radiological pictures more accurately than radiologists and prevent
accidents more effectively than truck drivers, sparing lives in both situations. The most important objective of
pedagogy has always been to give each student education that is clever, caring, and specific to their needs. Al
promises to make this happen. Al might provide tailored activities and learning materials for each student, as well as
the pace and education style that works best for them.[5]. The program's intelligence increases as a result of data-
driven learning and machine learning, which results in stronger predictions and judgments from Al If there are
more high-quality data available for training, the outcome will be better. This constant cycle of self-improvement
strengthens the program's powers. It is similar to a number of basic positive feedback mechanisms.

Constraints of AI

If there is a lack of data or the data is unclear, the AI algorithm may perform increasingly worse, becoming less and
less intelligent. For instance, if you randomly click on internet advertisements, you are giving Al data that is
worthless and perplexing. In this instance, AI must recognize this right away. Otherwise, it will be using corrupt
data to learn, which could result in inaccurate forecasts and poor choices. A new age has actually begun as a result of
artificial intelligence technology's development and widespread use. Even though artificial intelligence has achieved
tremendous success and is all around us, certain people frequently criticize it and voice grave worries. In truth,
artificial intelligence was something that the late Stephen Hawking was adamantly opposed to. It should be noted
that Hawking is not against artificial intelligence but is concerned that super AI may cause a number of
unanticipated difficulties for people in the future. According to Hawking, “The long-term impact of artificial
intelligence depends on whether it can be managed, and the short-term impact depends on who controls it”[6].

Future of Al

Artificial intelligence is developing at an accelerating rate. Artificial intelligence (AI) developments will have
profound social repercussions. Over the next ten years, self-driving technology may displace millions of driving jobs.
In addition to potential job losses, the transition will present new difficulties, including the need to repair
infrastructure, safeguard automotive safety, and modify laws and regulations[7].Not just Hawking, but many others
are questioning whether there are moral restrictions on the development of artificial intelligence. Al has recently
continued to have an impact on film and television, as well as in academic disciplines like medicine and
scriptwriting. Many people are interested in the potential effects of Al on literature and whether it might eventually
take the position of human screenwriters. If artificial intelligence does reach this level, human concerns about it will
come true, and people may even be forced to submit to it or face dire consequences|[8].

THE CREATIVE ASPECT OF LITERATURE WHICH AI LACKS

Al is limited to information processing based on algorithms and programs as it cannot understand the underlying
meaning of texts or the emotion that it hopes to induce in a reader. The randomness that natural intelligence
possesses cannot be effectively replicated by Al as it strictly abides by fixed rules and commands. This makes natural
intelligence superior when it comes to uniqueness. Grace[9],in her quantitative paper with the help of Al experts,
predicts the point where AI will become advanced enough to replace all human tasks based on a phenomenon called
HLMI (High-level machine intelligence) and concludes that it’s at least a century away due to intelligence-explosion
which is a point where Al is able to research and develop on its own which creates exponential growth in its
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capabilities in a short period of time. It’s also noted that Al attaining such feats is improbable as it is unable to create
unique data on its own even with its ability of deep learning. Scriptwriting or authoring is a highly creative process.
There are multiple aspects to it which impact the outcome of an idea that later turns into a script. It's part of a
complex thought process which involves passion for a certain area, innovative thinking from a unique perspective
and human rational thinking][8].

Passion for Creation and Creation from Life

Let's revisit the definition of literary production as script writing comes under it. Through artistic processing, a
writer expresses their aesthetic experience of life in their literary works, such as poetry, novels, essays, plays, and
scripts, allowing readers to appreciate the creative processes which is obtained through real life experiences. The act
of thinking and feeling is crucial to creation since it is a form of spiritual production. First and foremost, genuine
literary production is predicated on the writer's intense passion for books. A writer may only maintain a deep
interest in literature if he is willing to endure persecution, imprisonment, exile, and beheading for it. He can devote
his entire body and mind to literary creation. The art of writing a script or coming up with an idea for a story can
happen at any random place and time in a human mind irrespective of what time and place the person is exposed to.
The human mind doesn’t function under just optimal conditions like AI can. It totally depends on what that
individual mind is going through at that point in time. This is more apparent when it comes to analyzing and
appreciating art. A reader who is not interested in literary works will not become enthusiastic about reading and will
be unmoved by any great literary works. Because a good writer must also be a good reader, as we all know, a writer
is first and foremost an avid reader. His perspective will only expand with substantial reading, which will also ignite
his prolific zeal, awaken his literary conscience, and inspire his literary imagination.

Passion plays an integral part in the creation of unique ideas that give birth to amazing scripts like Interstellar and
Shaw Shank Redemption. Three points of creation, seven points of life, and "from life, higher than life" are concepts
that are frequently reflected in literary creativity'?. The same goes for a screenwriter. To write the truth about The
Times, the truth about life, and the truth about humanity, a screenwriter must dedicate himself to the in-depth
observation, experience, and reflection of society. He has to "fight" with reality and light the literary and artistic
sparks with the fire of his own existence. Only after taking this step can a screenwriter genuinely comprehend the
time, comprehend human nature, and convey their own innermost, most genuine ideas and thoughts about society.
The limited computer science vocabulary, which includes terms like storage, extraction, input, and output, falls short
of adequately describing this type of experience. Artificial intelligence creation cannot be compared to human culture
creation due to the lack of experience.

Innovation and Human Rational Thinking

Writing, painting, and scriptwriting are all founded on the authors’ personal and life experiences, and as a result,
truly effect literary and artistic works have distinctive life traits. When it comes to Al, before writing, it must first
receive knowledge from dozens of sci-fi film scripts. The script is then divided into foundation levels. The key
benefit of this is that it may foretell which letters in a science-fiction script will be used in conjunction more
frequently. This method of analysis takes away the soul of the script as the impact of the storyline lasts only when all
the elements come together in that specific order, not individually[11]. As a result, artificial intelligence-generated
works are just the result of a computer gathering and combining information from a database of previously
published works. The diversity of the works created by a single author should also be reflected in literary and
creative works, rather than just the personalities of different authors. Artificial intelligence is helpless in this regard
because all it can do is mimic the writing style of humans; however, without their individual personalities, fixed
styles cannot be produced[12]. Furthermore, the ability to reason and think critically is one of the fundamental
qualities of artificial intelligence. A good screenplay should be able to embody this ability. There is a fundamental
difference between a human and an artificial intelligence that can comprehend the definition of a word or a plotline
to convey deep meaning, thus creating a unique story. Symbols can be operated on computers primarily by
following a set of algorithmic rules and performing certain tasks. Al is unable to effectively decipher the symbols the
way natural intelligence or human intelligence would, according to the trial conducted by the scriptwriting Al,
Benjamin, a recursive neural network, which was unable to create a convincing plot after analyzing popular film
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scripts[8]. Al is unable to find meaning in most of the poetic literary works that a well-read human mind can easily
comprehend and dissect.

FUTURE OF AI IN SCRIPT CREATION

Al does have its advantages over the human mind when it comes to logic and strategy-based areas which does show
how rapidly Al is developing throughout the years. In fact, artificial intelligence is progressing quickly right now, as
evidenced by Alpha Go's victory over the world Go champion, which is a milestone in the field's development.
Alpha Go can, however, study a significant number of chess charts taught by humans and continue to practice using
its powerful computer capabilities in the literary fields of go and scriptwriting. Precipitation into a vast rule library,
forecast the potential chess pieces of the adversary, algorithm prediction in the system, followed by the shifting
environment, alter the distribution list of the likelihood of the collapse of the chess pieces in the network to identify a
move with a higher possibility. This requires thought and computation in and of itself. Scriptwriters as well as other
literary works are very different. They provide spiritual support and comfort for people, and occasionally they even
serve as a type of inheritance. They cannot be chosen using probability theory or measurable assessment, and their
evaluation criteria cannot be proven to be accurate or wrong'2.Even if some may argue that Al cannot be replaced at
the present time, let's revisit the early stages of its creation to see if this is true.

The first stage of artificial intelligence is weak Al, which excels in a single area of the field. For example, Alpha Go is
the current world champion at Go, but it can only play chess; if you let it drive your car, it will undoubtedly not
function. At this stage of society, Alis not very useful in areas where humans excel. The next level of Al, often
known as strong artificial intelligence, that can match human intelligence in all respects, is the second level. It can
perform all mental tasks that people are capable of. Strong artificial intelligence is far more challenging to develop
than weak artificial intelligence. Super-artificial intelligence, which is the third level, refers to being far smarter than
the brightest human minds in practically every sector, including technical innovation, general knowledge, and social
abilities. The third stage is the most conducive to literary production in the description from the standpoint of these
three stages. Although it may only be at a theoretical level, it is unclear whether this stage will ever be achieved. If
artificial intelligence were to advance to the third stage, it is unlikely that it would be able to develop emotional
intelligence. Instead, it would likely be capable of large-scale computing under extremely quick learning conditions.
Lack of growth, experience, communication, interest, and zeal are all essential components of literary creation[13].

CONCLUSION

Artificial intelligence cannot take the place of human authors in fields like literature since human nature continues to
advance. It should be recognized that the use of artificial intelligence in the production of literature and art has
important implications for advancing the growth of literature and art, whether in terms of modes of expression,
patterns of creativity, or the extension of imaginative space. Our production efficiency in some text sectors has
undoubtedly increased because of the development of artificial intelligence in this regard. The listed firm profits are
swiftly created by means of artificial intelligence, like some organized powerful press releases, and these earnings
can significantly increase operating efficiency and current capacity. The artificial intelligence-powered editor robot
can classify text, extract keywords, and classify participles. It can replace a lot of manual labour that was previously
required and produces work of a higher caliber than people. All of these can increase the effectiveness of text
processing after production'. It is possible to assume that human literature and art will continue to exist if
computers cannot bridge the cognitive gap between humans and their own spiritual creations. Shakespeare and
Mark Twain were not realistic when they were created by artificial intelligence, but they are now playing
increasingly significant roles in literature. Freeing humans from some menial, repetitive work, allows people to
devote more time to more meaningful endeavours, such as the richer development of the soul. Al therefore cannot
completely replace literature, but it may greatly aid human authors not just screenwriters, but all authors of literary
works[8].
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ABSTRACT

Mathan thailam is a Siddha herbomineral formulation coded in the text Siddha Formulary of India Part — I
and is been widely used in the clinical practice for the treatment of Pun (Ulcer), Pilavai (Abscess), Kaathuu
Pun (Ear Infections), Sizh vadithal (Pus discharge), eczema, weeping eczema, itches, bed sores, anal fistula,
ear infections, carbuncle ulcer of diabetes, peri anal abscess, non-healing ulcers, folliculitis, alopecia and
burn wound etc., Chronic wounds are ulcers that do not heal in timely and organised manner within
three months. The management of these chronic non healing ulcer is a huge challenge to the healthcare
system and the patients as it posses a huge financial burden and affects the quality of life of patients.
These challenges in the management of chronic non healing ulcers can be met by Mathan thailam as its
cost effective and has high therapeutic effectiveness. Hence this article scientifically analysed the wound
healing capacity of its ingredients. The review showed that all the ingredients possess potent wound
healing activity, antioxidant activity and antimicrobial activity. This review may act as evidences for
further preclinical studies and clinical trials for its use in treating Chronic non healing wounds.
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INTRODUCTION

Siddha system of medicine is one of the oldest codified healthcare systems in the southern parts of the Indian
subcontinent with unique principles and philosophies which consider the human body as a conglomeration of 3
biological humor and 7 body constituents.Siddha system has classified the medicines into 32 types of Ulmarundugal
(Internal medicines) and 32 Types of Puramarundugal (External medicines). Thailam (medicated oil) is one of the
Puramarundugal (External medicines) which are prepared by boiling decoctions, juices or pastes of raw materials with
oil. It is used both for internal and external purposes. In external usage, thailam can be used as Poochu (Anointing) or
can be applied on a gauze or plaster which can be used to promote wound healing (Seelai - Medicated Guaze). There
are enormous Thailam formulations indicated in the Siddha texts for the treatment of Viranam (Wounds or Ulcers) (1).
One among them is the Mathan Thailam, an herbo mineral Siddha formulation coded in Siddha Formulary of India
Part ], indicated for the treatment of Pun (Ulcer), Pilavai (Abscess), Kaathuu Pun (Ear Infections) and Sizh vadithal (Pus
discharge) (2). But in clinical practice it is widely used for treating several conditions like eczema, weeping eczema,
itches, wounds, chronic ulcers, bed sores, anal fistula, ear infections, carbuncle ulcer of diabetes, peri anal abscess,
non-healing ulcers, folliculitis, alopecia and burn wound etc., (3)Wound healing process consists of four phases such
as hemostasis, inflammation,proliferation, and remodeling phases.A wound is considered chronic if it has not healed
in a timely and organised manner to create anatomical and functional integrity within three months or if the healing
process has continued without producing a long-lasting anatomical and functional outcome.The Wound Healing
Society divides chronic wounds into four groups based on the underlying aetiologies:pressure ulcers, diabetic ulcers,
venous ulcers, and arterial insufficiency ulcers(4). Wound care is a multibillion-dollar global issue, it affects 5.7
million individuals (~2% of the population) in the USA, where it costs $20 billion a year. According to a UK survey,
affluent countries spend 3% of their entire healthcare budget on treating and caring for people with chronic wounds.
These wounds take decades to heal, and others may take years to heal at all. Patients may suffer from excruciating
pain, extreme emotional and physical discomfort, decreased mobility, and social isolation throughout this time(5).
Wound care plays an important part in the management of Chronic wounds, Wound dressings helps to protect the
wound from injury and also promotes wound healing. Ideal wound dressing material in the management of chronic
ulcers should absorb exudate without leakage, maintain moist environment, provide thermal insulation, allow
permeability to water, optimise pH, minimise wound infection, avoid trauma, provide pain relief and be comfortable

(6)-

These criteria can be fulfilled by wound dressing with Siddha topical medicine Mathan Thailamwhich possesses a
good clinical efficacy, lesser adverse effects and is cost effective which can make it an affordable treatment modality
for patients of all socioeconomic categories. Hence this article aims at analysing the action of each ingredient and its
importance in treating chronic wounds.

METHODOLOGY

The formulation and the organoleptic characters of the ingredients were collected from classical Siddha texts, the
phytochemical constituents and pharmacological activities were searched from databases such as Google scholar,
Pubmed,etc., with keywords such as name of the ingredients, along with words such as Phytoconstituents, wound
healing activity, anti-oxidant activity, anti-microbial activity and anti-inflammatory and the results are listed below.

COMPOSITION OF MATHAN THAILAM (2):
The composition of Mathan Thailam is listed in Table No: L.
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PREPARATION OF MATHAN THAILAM (2):

Purified Thurusu (Copper sulfate) is dissolved in Ummathai ellai saaru (D. metel leaf juice). Thengai Ennai (Coconut oil)
is then added, mixed and heated (preferably by fire wood) on mild flame in a properly seasoned clay vessel. Mixture
in the vessel should be stirred intermittently till it attains required consistency (Kadugu thiralum pakuvam). Finally, the
content is filtered through muslin cloth, cooled and stored in an air tight container.

ORGANOLEPTIC CHARACTERS AND THERAPEUTIC USES OF THE INGREDIENTS OF MATHAN
THAILAM:
The organoleptic characters and the therapeutic uses of the ingredients are listed in Table No: II

UMMATHAI (DATURA METEL)

Botanical Description

It is an annual, erect, pubescent shrubs, clothes with glandular tomentum, up to 1 metre tall. Stem and plant parts-
tinged purple in colour. Leaves are variable, ovate, base unequal. Flowers are pinkish violet, solitary and axillary.
Fruit is globose capsule, with short, stout, blunt spines. Probably native of America but long introduced and
naturalised in Asia (8).

Taxonomic description (8):

Kingdom : Plantae
Phylum : Tracheophyta
Class : Magnoliopsida
Order : Solanales
Family : Solanaceae
Genus : Datura

Species : Datura metel L.

Phytochemical Constituents:

Different D. metel leaf extracts (methanol, chloroform, ethyl acetate, petroleum ether) were screened for their
phytochemical composition, and the results revealed the presence of flavonoids, alkaloids, saponins, tannins,
phenols, proteins, cardiac glycosides, terpenoids, and carbohydrates. The maximum amount of phytoconstituents
were found in methanol extract, which also included the highest amounts of phenol, alkaloid, flavonoid, and tannin
at 124.61 0.68 mg GAE/g, 88.77 1.01 mg AE/g, 42.24 0.18 mg QE/g, and 38.72 0.51 mg GAE/g, respectively (20). The
total alkaloid content of the leaves was 0.426% which were mainly hyoscyamine, scopolamine, atropine and
withanolides (8)

Pharmacological Actions

Antimicrobial Propertie

M Prasathkumar et al. demonstrated that the methanolic extract of D. metel leaf at various concentrations had potent
antibacterial properties against Bacillus subtilis, Methicillin-resistant Staphylococcus aureus (MRSA), Escherichia coli
and Pseudomonas aeruginosa with a zone of inhibition ranging from (12.66+0.13 to 11.62+0.65mm) at various
concentrations. Furthermore, when compared to the control group, the two different doses of methanolic extract (50
and 100 g/mL) significantly decreased the biofilm development against all of the tested pathogens. The methanolic
extract's maximum inhibitory effects were observed at 100 g/mL, which resulted in biofilm inhibition of 94.14 + 0.27,
88.73 £1.51, and 92.38 + 1.81% against B. subtilis, MRSA, and E. coli (9).

Okwu DE et al, demonstrated that a new antibacterial compound 51, 71 dimethyl 61-hydroxy 31-phenyl amine 1,
isolated from Datura metel leaves possess anti-bacterial activity against Proteus mirabilis, Klebsiella pneumonia,
Pseudomonas aeruginosa, Staphylococcus aureus, E. coli, Salmonella typhi, and Bacillus subtilis with a zone of inhibition of
ranging from 5.0+0.10 to 10.0+0.02 mm through in vitro method %
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Antioxidant Properties

Rajesh Matcha et al., conducted DPPH radical scavenging, total antioxidant, and total phenolic content studies to
determine the antioxidant activity of methanol and aqueous extract. When ascorbic acid was used as the reference,
methanol and aqueous extract of D. metel leaf demonstrated antioxidant efficacy in DPPH radical scavenging
activity. The aqueous extract of D. metel's leaves showed inhibition in different concentrations from 16.26+0.23 to
53.52+0.55 and the IC50 value was 74.0 ug/ml. The percentage of inhibition of methanolic extract in different
concentrations ranged from 22.16+0.43 to 62.67+0.75 and the IC50 value was 56.34 ug/ml. In contrast, the percentage
of inhibition of ascorbic acid in different concentrations ranged from 23.55+0.56 to 78.06+0.23 with an IC50 value of
36.28 ug/ml.

Then on studying the total phenols by Foiln-Ciocalteau’s calorimetric method. The results showed that percentage of
phenolic in methanolic extract was 1.989+0.58, whereas the gallic acid equivalent of the methanolic extract of plant
was 19.893+0.52. The percentage of phenolic in aqueous extract was 1.235+0.46, whereas the gallic acid equivalent of
the aqueous extract of plant was 12.352+0.73. In determining the total antioxidant activity through phosphorous
molybdenum method. The total antioxidant capacity on expressing as equivalent of ascorbic acid per gram of plant
sample was 23.360+0.67 for methanolic extract and 13.334+0.64 for aqueous extract (.

Wound Healing activity:

M Prasathkumar et al. used the fibroblast cells migration/proliferation scratch experiment in L929 mouse fibroblast
for 24 hours to investigate the wound healing potential of the methanolic extract (5, 25, and 50 g/mL) of D. metel
leaves. For the same time periods (8 & 24 hours), the wound closure was higher in the 50 g/mL group (79.31 1.55 &
100%) than in the control group (22.83 2.14-41.55 & 1.62%). The methanolic extract's cell density was found to be
significantly higher than that of the untreated cells (10). Anitha V et al, evaluated the wound healing potential of the
ethanolic extract of Datura fastuosa formulated as an ointment at two concentrations (5% and 10% w/w) using
different models such as excision, incision and dead space. The result showed that the extract treated wound
epithelised on 16t and 14 day when treated with 5 %w/w & 10%w/w ointment. There was a significant increase in
the skin tensile strength of the treated group on the tenth postwounding day and produced a significant increase in
the wet granuloma weight and dry granuloma weight in incision and dead space wound model. There was an
increase in the biochemical parameters in the early stages of healing process (4%, 8& 12t day) and almost equalent
to the control in the later stage (12" day). The result suggested that 10%w/w Datura fastuosa ointment exhibit
significant wound healing activity as that of the standard (2.

THENGAI ENNAI (COCOS NUCIFERA)

Botanical Description

The coconut palm tree has a single trunk about 20 to 30 metres tall and has smooth, grey bark that is surrounded by
scars from leaf bases that have fallen. The leaves are 4-6 m long, pinnate leaves, slightly recurved and brilliant green
in colour. Inflorescences are unbranched spadices. Male flowers are present near the apex and the female flowers are
present basally. Flowers are polygamous monoecious flowers. The fruit is drupe and has three layers namely,
exocarp, mesocarp, and endocarp (13).

Taxonomic description (13):
Kingdom: Plantae

Phylum: Tracheophyta
Class: Magnoliopsida
Order: Arecales

Family: Arecaceae

Genus: Cocos

Species: Cocos nucifera L.
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Phytochemical constituents

Saturated fatty acids, make up about 90% of the oil's total fatty acid composition. Among which medium chain fatty
acids make up about 64%. The most prevalent medium chain fatty acid in this oil is lauric acid (40-50%). Sterol,
volatile chemicals and phospholipids and tocopherols are said to be present in this oil. Gallic acid, hydroxyphenoic
acid, vanillic acid, syringic acid, p-coumaric acid, caffeic acid, ferulic acid, and cinnamic acid are the phenolics
identified in this oil, and they are responsible for the variety of pharmacological actions of the oil. The principal
triacylglycerols found are trilaurin (19%), diaurylcapryl glycerol (19%), diaurylmyristyl glycerol (10%), and
lauryldicapryl glycerol (10%). This oil contains three major phospholipids: phosphatidylcholine (34.6%),
phosphatidylethanolamine and phosphatidylinositol (19.0%). Coconut oil has the lowest concentration of
tocopherols (0.32 mg/100g) compared to other plant oils (14).

Pharmacological activities

Wound healing activity

According to Srivastava et al.'s investigation into the partial thickness burn wound healing properties of Cocos
nucifera oil in Wistar albino rats. The results showed a significant improvement in burn wound contraction in the
group treated with the combination of Cocos nucifera and silver sulphadiazine and a significant decrease in the period
of epithelialization in both the only and combined treatment groups (15). Young rats were used in an excisional
wound model in Niven et al.'s investigation of virgin coconut oil's capacity to heal wounds. The findings indicated
that the VCO-treated group recovered more quickly, as seen by a reduction in epithelisation time. The evaluation of
skin parameters revealed an increase in the Pepsin-soluble collagen content, Glycohydrolase activities, and
antioxidant enzyme activities in the VCO treated group, in addition, glutathione, malondialdehyde, and lipid
peroxide levels were low in the treated wounds. In comparison to controls, histopathological examination of
wounds revealed increased fibroblast proliferation and neovascularization in VCO-treated wounds (16).

Anti-oxidant activity:

The commercial coconut oil had the highest levels of total phenol (0.94 + 0.04mg gallic acid eq./g dry copra),
antioxidant activity (DPPH activity, IC50 value 0.77 + 0.78 mg/mL), and reducing power (40.49 + 1.84 mg BHT eq./g
dry copra) among all the extracts (aqueous & n-hexane) & oils (commercial oil & Soxhlet extracted oil), according to
PK Ghosh et al (17). Idu M. et al. used the total antioxidant capacity assay and the FRAP assay to compare the
antioxidant capacity of cold and hot-pressed coconut oil. The results showed no discernible difference between CP
oil (128.44+6.10 mg ascorbic acid equ. /g extract) and HP oil (152.54+6.00 mg ascorbic acid equ. /g extract) in terms of
antioxidant capacity. However, CP oil's antioxidant capacity was a little bit higher than HP oils. Compared to HP oil
(594.00+17.67 M Fe (II) /g extract), CP oil (692.50+30.50 M Fe (II) /g extract) showed a much higher FRAP value (18).

Antimicrobial activity

Lauric acid, a fatty acid found in coconut oil, Abbas et al tested this acid for its in vitro antibacterial properties
against a variety of clinical isolates, such as Staphylococcus aureus, Streptococcus species, Lactobacillus species, and
Escherichia coli. With the highest zone of inhibition on Staphylococcus aureus (10.50 mm), Streptococcus species (10.00
mm), Lactobacillus species (10.00 mm), and the lowest inhibition on Escherichia coli (4.00 mm), at the Minimum
Inhibitory Concentration (MIC), lauric acid demonstrated significantly appreciable antimicrobial effect. Escherichia
coli, which even at the maximum dilution concentration displayed a rather low zone of inhibition (19). Shino B et al,
compared the antifungal activity of coconut oil, probiotics, Lactobacillus and Chlorhexidine with that of
ketoconazole on Candida albicans isolated from early childhood carriers, the mean zone of inhibition for chlorhexidine
was 21.8 mm, whereas for coconut oil, probiotics, and Lactobacillus it was 16.8 mm, 13.5 mm, and 22.3 mm,
respectively. Similar to ketoconazole, chlorhexidine and coconut oil have demonstrated strong antifungal action (20).

THURUSU (COPPER SULPHATE)

Role of Copper in wound healing

Angiogenesis, the physiological process by which new blood vessels develop from pre-existing vessels, is crucial
during the proliferative stage of wound healing, Copper has been a well-known angiogenic factor for more than 20

70012




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Subhashri et al.,

years. Angiogenetic potential of the copper is mainly due to its interaction with VEGF and to a lesser extent with the
angiogenin. Sen et al. demonstrated the copper's angiogenic potential by promoting the healing of cutaneous
wounds. They demonstrated that copper sulphate speeded up the healing of excisional wounds in murine dermis on
topical application at a concentration 25 uM, once daily for five days raised VEGF expression, and enhanced the
quality of newly formed tissue. Furthermore, histological examination of the wound edge revealed more
hyperproliferative epidermis, increased connective tissue deposition, and higher cell densities in the granulation
layer in the copper sulphate treated group.

The two main protease groups involved in the healing of wounds are matrix metalloproteinases (MMP-1, MMP-2,
MMP-8, MMP-9) and serine proteases (human neutrophil elastase, HNE). These proteases control the activity of
growth factors and inflammatory mediators, remove damaged proteins, promote cellular migration, and remodel the
granulation tissue.Studies showed that low copper concentrations (0.3-3 uM) stimulate MMP activity, but high
values (1-100 uM) stimulate MMP expression in fibroblasts. MMP2 and MMP3 can both be upregulated by copper
but excess free metal can also stop MMP actions.

The complex of copper ions with glycyl-L-histidyl-L-lysine (GHK-Cu) increases the expression of proteins like
collagen, elastin, metalloproteinases, vascular endothelial growth factor, fibroblast growth factor, and nerve growth
factor, which thereby promotes the proliferation and remodelling phases of healing. A family of proteins called
integrins are important in intercellular and cell-substrate adhesion, which is an essential process in tissue repair and
wound healing. Copper has been shown to alter the expression of integrins engaged during the last phase of healing
(a2, B1 and a6) in proliferating monolayer cultures of keratinocytes.

Lysyl oxidase, a copper-dependent enzyme, is required for remodelling of the extracellular matrix as well as during
the proliferative stage of healing. The use of copper as an antibacterial agent has garnered renewed interest, and
copper-based nanomaterials and nanoparticles have appeared with the potential to be used as wound dressings. J.
Ramyadevi et al. created copper nanoparticles using a modified polyol method and investigated their antimicrobial
effects on a variety of bacteria and fungi, including Candida albicans, Staphylococcus aureus, Escherichia coli, Klebsiella
pneumoniae, Micrococcus luteus, and Staphylococcus aureus. The copper nanoparticles demonstrated greater bacterial
than fungal inhibitory action, and they also demonstrated a greater zone of inhibition in E. coli (26 mm) than C.
albicans (23 mm) (21,22).

CONCLUSION

This review will give valuable information which will assist the health care professionals in getting more advanced
knowledge about the scientific activities of ingredients of Mathan Thailam. Further clinical trials should be carried out
to develop the scientific evidence for the uses of this thailam in treating Chronic non healing wounds.

REFERENCES

1. Thiyagarajan DR, Gunapadam Thadu Seeva Vaguppu. 6% Edition. Department of Indian Medicine and
Homeopathy. Chennai.2009;56.

2. The Siddha formulary of India, Part I.1st Edition. Government of India, Ministry of Health and Family welfare,
Department of AYUSH.New Delhi. 1992; 99-109.

3. Arunadevi R, Susila R,Murugammal S, Divya S. Preparation and standardization of Mathan Tailam: A classical
Siddha formulation for diabetic ulcerative wound healing. Journal of Ayurveda and integrative medicine. 2020
Jan 1;11(1):10-5.

4. Han G, Ceilley R. Chronic wound healing: a review of current management and treatments. Advances in therapy.
2017 Mar;34:599-610.

70013




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©OIJONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Subhashri et al.,

Jarbrink K, Ni G, Sonnergren H, Schmidtchen A, Pang C, Bajpai R, Car J. The humanistic and economic burden of
chronic wounds: a protocol for a systematic review. Systematic reviews. 2017 Dec;6:1-7.

FrykbergRobert G. Challenges in the treatment of chronic wounds. Advances in wound care. 2015 Aug 3;4(9):560-
582.

Murugesa Mudhaliyar KS. Gunapadam mooligai vaguppu.2"d Edition. Department of Indian Medicine
Homeopathy.Chennai.2006,81,350.

Al-Snafi AE. Medical importance of Datura fastuosa (syn: Datura metel) and Datura stramonium-A review. IOSR
Journal of Pharmacy. 2017;7(2):43-58.

Prasathkumar M, Anisha S, Khusro A, Essa MM, Chidambaram SB, Qoronfleh MW, Sadhasivam S, Sahibzada
MU, Alghamdi S, Almehmadi M, Abdulaziz O. Anti-pathogenic, anti-diabetic, anti-inflammatory, antioxidant,
and wound healing efficacy of Datura metel L. leaves. Arabian Journal of Chemistry. 2022 Sep 1;15(9):104112.
Okwu DE, Igara EC. Isolation, characterization and antibacterial activity of alkaloid from Datura metel Linn
leaves. African Journal of pharmacy and pharmacology. 2009 May 31;3(5):277-81.

Matcha R, Saride GK, Ranjan S. In vitro antiinflammatory and antioxidant activity of leaf extracts of Datura
metal. Asian J. of Pharm and Clin Res. 2013 Sep 1;6.

Anitha V, Suseela L, Vadivu R. Wound healing activity of ethanolic extract of aerial parts of Datura fastuosa Linn
on Wistar Albino rats. Journal of Pharmacy Research. 2009;2(3):410-2.

Agyemang-Yeboah F. Health benefits of coconut (Cocos nucifera Linn.) seeds and coconut consumption. InNuts
and seeds in health and disease prevention 2011 Jan 1,361-36.

Deen A, Visvanathan R, Wickramarachchi D, Marikkar N, Nammi S, Jayawardana BC, Liyanage R. Chemical
composition and health benefits of coconut oil: an overview. Journal of the Science of Food and Agriculture. 2021
Apr;101(6):2182-93.

Srivastava P, Durgaprasad S. Burn wound healing property of Cocos nucifera: An appraisal. Indian journal of
pharmacology. 2008 Aug;40(4):144.

. Nevin KG, Rajamohan T. Effect of topical application of virgin coconut oil on skin components and antioxidant
status during dermal wound healing in young rats. Skin pharmacology and physiology. 2010 Jun 3;23(6):290-7.
Ghosh PK, Bhattacharjee P, Mitra S, Poddar-Sarkar M. Physicochemical and phytochemical analyses of copra and
oil of Cocos nucifera L. (West Coast Tall Variety). International journal of food science. 2014 Nov 10;2014.

Idu M, Ovuakporie-Uvo O, Omoregie ES, Omosigho M. Physicochemical properties, antioxidant activity and
phyto-nutritional composition of cold and hot-pressed coconut oils. GSC Biological and Pharmaceutical Sciences.
2018 Oct 30;5(1):056-66.

Abbas AA, Assikong EB, Akeh M, Upla P, Tuluma T. Antimicrobial activity of coconut oil and its derivative
(lauric acid) on some selected clinical isolates. Int. . Med. Sci. Clin. Invent. 2017 Aug;4(8):3173-7.

Shino B, Peedikayil FC, Jaiprakash SR, Ahmed Bijapur G, Kottayi S, Jose D. Comparison of antimicrobial activity
of chlorhexidine, coconut oil, probiotics, and ketoconazole on Candida albicans isolated in children with early
childhood caries: an in vitro study. Scientifica. 2016 Mar 14;2016.

Kornblatt AP, Nicoletti VG, Travaglia A. The neglected role of copper ions in wound healing. Journal of inorganic
biochemistry. 2016 Aug 1;161:1-8.

Ramyadevi J, Jeyasubramanian K, Marikani A, Rajakumar G, Rahuman AA. Synthesis and antimicrobial activity
of copper nanoparticles. Materials letters. 2012 Mar 15;71:114-6

Table No I: Composition of Mathan Thailam:

S. No Name of the Drug Tamil name Scientific Name Parts used Quantity
1 Angel’s Trumphet Ummathai Datura metal Leaf 3.5 Litre
2 Copper Sulfate Thurusu Copper Sulphate Purified Salt 350g
3 Coconut oil Thengai Ennai Cocos nucifera Gil 1.4 Litre

70014




Indian Journal of Natural Sciences

Vol.14 / Issue 82 / Feb / 2024

-

International Bimonthly (Print) — Open Access

www.tnsroindia.org.in ©OIJONS

Subhashri et al.,

ISSN: 0976 — 0997

Table No 2. Organoleptic characters and Therapeutic uses of the Ingredients of Mathan Thailam: (7,1)

ientifi
S.No Ingredients Scientific Suvai Actions Therapeutic uses
Name
Vandhiundaki
(Emetic),
(zf:tli):g:;gé) Ulcers, Abscess, various
1 Ummathai Datura metal Bitter (Kaippu) P o toxins, balances
Thuyaradaki .
Tirithodam
(Anodyne),
Moorchaiundaki
(Narcotic)
Udalthetri
(Tonic),
Thuvarpi
(Astringent),
Purified Astringent Vandhiundaki Ulcers, Eye diseases,
2 Thurusu Copper (Thuva;g 0 (Emetic), Oral diseses,
Sulphate PP Azhugalagathri Tirithodamé& Fever.
(Antiseptic)
&Punundaki
(Caustic)
B ds, G
Kulirchiundaki ur.n wounds, Lum
(Refrigerant) diseases, Fungal
3 Thengai Ennai Cocos nucifera Sweet (Enippu) & J infections of skin &
Udhaluramaki ) .
. Scabies. Promotes Hair
(Tonic)

growth
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ABSTRACT

This research paper titled, “Shaping the English Language: The Influence of Sports Terminology”,
explores the profound influence of sports terminology on the evolution of the English language. It traces
the historical roots of sports-related language, from ancient games to modern global spectacles,

demonstrating how it enriches vocabulary and contributes to linguistic dynamism. Sports terminology
impacts syntax and grammar, shaping sentence structure and communication cadence. Idiomatic
expressions from sports infuse daily discourse with vibrancy. This paper highlights the cultural impact of
sports terminology, reflecting societal values and shifts. Contemporary global sports introduce linguistic
diversity, revealing cultural interconnectedness. Media and technology, such as sports commentary and
social media, disseminate sports language, illustrating modern communication’s influence on language
evolution. Regional and community-specific sports terms enrich dialectical variations, embodying
loyalty and identity. Language evolution theories, like lexical diffusion and sociolinguistic variation,
apply to the impact of sports terminology. This research paper comprehensively examines the dynamic
relationship between sports and language, showcasing the adaptability and resilience of the English
language. It celebrates the enduring connection between sports and language, each term and phrase
reflecting the vibrant tapestry of human experience and expression.

Keywords: Sports Terminology, English Language and Sports Communication, Dialectical Variations,
Idiomatic Expressions in Sports
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INTRODUCTION

Language, as a dynamic and living entity, continually evolves, shaped by the influences of culture, technology, and
human interaction. One fascinating aspect of this linguistic evolution is the profound impact of specialized
vocabularies developed in various domains, and among these, sports terminology stands as a prominent exemplar.
The English language, in particular, has witnessed a remarkable transformation over the years, influenced not only
by the natural progression of communication but also by the infusion of athletic jargon. The research paper,
“Shaping the English Language: The Influence of Sports Terminology”, embarks on a journey through the annals of
the English language to explore the intricate relationship between sports terminology and its profound influence on
language evolution. Sports, often seen as a microcosm of societal dynamics and aspirations, have introduced a rich
tapestry of terms, idioms, and expressions that have seamlessly integrated into everyday discourse. They reflect not
only the spirit of competition and athleticism but also the cultural, technological, and global changes that have
defined various epochs. The historical context offers an entrancing narrative of the development of sports
terminology, originating from archaic and diverse athletic pursuits to the global sporting spectacles we witness
today. Through this historical lens, we can trace the transformation of language from the days of yore to the
contemporary era, all the while recognizing the indomitable spirit of adaptability intrinsic to English. As we delve
into this exploration, we will uncover how the influence of sports terminology transcends mere lexicon. It has altered
the very syntax and grammar of the English language, infusing it with vivacity, colour, and an unmistakable
sporting vibrancy. Furthermore, these terminologies bear the indelible imprints of cultural shifts and societal
changes, offering a unique lens through which we can dissect the values and evolutions of different eras. In the
digital age, the global village we inhabit has brought sports terminology to the farthest reaches, catalysing a
linguistic globalization, resulting in dialectal variations that beg exploration.

Historical Perspective

To appreciate the profound influence of sports terminology on the evolution of the English language, it is crucial to
embark on a journey back in time, tracing the roots of athletic lexicon and its transformation into an integral part of
everyday speech. The historical evolution of sports terminology in English can be divided into distinct phases, each
marked by its unique set of linguistic contributions. The origins of many sports terms can be found in the ancient
games and competitions of various cultures. Words such as “stadium,” originating from the Greek “Stade,” and
“marathon,” harking back to the legendary run of Pheidippides, provide a glimpse into the linguistic legacy of
ancient athleticism. Moving forward in time, the Middle Ages was marked by tournaments, jousts, and archaic ball
games. Terms such as “tournament” and “joust” entered the English language during this era, bearing witness to the
chivalric values of the time. The Renaissance period witnessed a revival of classical knowledge, and this intellectual
awakening found expression in sports as well. Words like “athlete,” derived from the Greek “athlétes,” and
“gymnasium,” a reference to the Greek places of physical and intellectual exercise, began to permeate the lexicon.
The advent of the modern Olympic Games in the late 19th century marked a significant juncture. The terminologies
associated with various Olympic sports, from “athletics” to “gymnastics,” found a permanent place in everyday
conversation. The 20th and 21st Centuries mark the exponential growth of global sporting events, from the World
Cup to the Olympics to the Super Bowl. Phrases like “photo finish,” “home run,” “fast break”, “power play” and
“slam dunk” became metaphorical expressions for various aspects of life. Lakoff and Turner claimed, “metaphors
have the power of entailments that put in order our experience and form essential realities.” (127). The advent of
televised sports brought these terms into living rooms across the world, reinforcing their assimilation into daily
language. It is evident that sports terminology has been a resilient traveller across centuries, adapting to the
changing landscapes of culture and competition.

Borrowings and Adaptations

The dynamic nature of language is not solely evident in the creation of new words but also in its capacity to borrow
and adapt terms from various sources, including the rich lexicon of sports. Sports terminology has, over the years,
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offered a trove of words and phrases that seamlessly integrated into the everyday vernacular of the English
language. One notable aspect of this integration is the process of direct borrowing. Sports-related terms, often
possessing a vivid and evocative nature, are readily assimilated into everyday conversation. Consider the example of
the term “touchdown,” borrowed directly from American football. This term’s adaptability lies in its expressive
power, symbolizing not only a physical act on the field but also metaphorically signifying success in various aspects
of life. Such direct borrowings are emblematic of the influence of sports on language evolution. The adaptability of
sports terminology is particularly evident when it comes to metaphoric usage. Many terms that were originally
specific to particular sports have been adapted to convey broader meanings. For instance, the term “home run” from
baseball, originally describing a specific type of hit, is now used to indicate a resounding success or achievement in
any field, from business to personal accomplishments. This adaptation of terminology transcends the boundaries of
sports, illustrating how specialized vocabulary can enrich the expressiveness of a language. Furthermore, idioms and
phrases rooted in sports have found their way into daily communication too.

A list of some common idioms and phrases is mentioned in the below table: The process of borrowing and adapting
sports terminology is not confined to any specific time or place. It is an ongoing process, constantly refreshed by the
introduction of new sports, the development of innovative techniques, and the emergence of cultural phenomena. As
the world of sports continues to evolve, so too does the linguistic landscape, ensuring that the English language
remains a vibrant reflection of contemporary human experiences. Sports terminology also plays a role in the
establishment of idiomatic expressions, which can significantly affect sentence structure. For instance, the idiom “a
home run” not only influences the words used but also the syntactic structure of a sentence, allowing for expressions
like “She hit a home run with her presentation.” The influence of sports terminology is not just in individual terms
but in the structures and patterns they create in language. One of the most apparent ways in which sports
terminology affects syntax is through the formation of compound words and phrases. Sports, by nature, are a
breeding ground for compound terms, as they require precision and conciseness. Phrases like “fast break,” “power
play,” and “full-court press” exemplify this phenomenon. These compound expressions not only serve the purpose
of conveying complex ideas succinctly in the realm of sports but have also influenced the structure of everyday
language. English speakers have adapted to constructing compound phrases, conveying multiple concepts with
remarkable efficiency.

Cultural Impact

Sports, as a reflection of society’s values and aspirations, carry within them the potential to shape culture and
language. The influence of sports terminology on the English language transcends mere linguistic adaptations; it also
offers a compelling lens through which we can dissect cultural shifts, societal norms, and the evolution of different
eras. One of the most notable aspects of the cultural impact of sports terminology is its ability to encapsulate the
values and priorities of specific times and places. Consider the lexicon of early cricket, a sport steeped in tradition
and gentlemanly conduct. Boyle, R. and Haynes also states that, racism has been a large part of sporting culture,”
(108). Terms like “gentleman’s game” or “fair play” not only describe the sport but also embody a cultural ideal of
sportsmanship and decorum. As society evolves, so does the cultural ethos embedded in sports terminology. The rise
of professional sports in the late 19th and early 20th centuries brought forth a new set of expressions, emphasizing
competitiveness, athleticism, and commercialization. Phrases such as “level playing field” or “big league” not only
denote aspects of competition but reflect the changing values and aspirations of the modern world. The interplay
between sports terminology and culture becomes especially evident in the context of social movements and changes.
The language of sports can serve as a mirror to societal developments. For example, the emergence of gender-
inclusive terminology like “athlete” instead of “sportswoman” or “sportsman” reflects the progress of gender
equality and inclusivity. “Boxing as an ‘iconic embodiment of masculinity’ can tell us much about the
‘representations of the masculine body and their psychic underpinnings’ (Jefferson, 78-79). Jefferson also notes that
boxers, in particular Mike Tyson, came to be identified with a level of ‘hardness’, in terms of both mental and
physical toughness.” (Boyle, R. and Haynes, R.: 139). The cultural impact of sports terminology is a testament to
language’s ability to mirror and absorb the values and dynamics of society. It serves as a remarkable indicator of the
cultural changes and progressions that define different epochs.
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Media and Communication

The realm of media and communication plays a pivotal role in the dissemination, popularization, and perpetuation
of sports terminology within the English language. Bernstein and Blain suggested, “The study of the ways in which
media and sport interact crosses boundaries and can be found in literature concerned with the sociology of sport,
history of sport, gender studies, cultural studies, journalism, leisure studies and beyond...” (01). Through broadcasts,
print journalism, and digital platforms, the terminology of sports transcends stadiums and fields, enriching the
language and connecting a global audience. One of the primary ways in which sports terminology influences the
English language is through sports commentary. Commentators, often described as the “voice of the game,” wield
immense linguistic influence. Their descriptive narratives and expressions serve not only to convey the events on the
field but also to immerse the audience in the action. The rapid, colorful language used by sports commentators can
impact not only vocabulary but also the cadence and rhythm of spoken language. Phrases such as “buzzer-beater” or
“photo finish” become part of the linguistic tapestry, resonating in everyday conversation.

Beyond commentary, sports journalism also plays a pivotal role. The choice of words and the narrative styles
employed in sports reporting are notable for their vividness and immediacy. Journalistic language often employs
present tense, even when discussing past events, creating a sense of immediacy and excitement. This grammatical
choice, driven by the need to engage and captivate readers, finds its way into broader journalistic discourse and
spoken language. Digital media, including social platforms and online forums, further amplify the reach of sports
terminology. Fans and enthusiasts participate in the ongoing development of sports-related vocabulary. Phrases
coined by fans, such as “three-peat” or “the GOAT,” gain currency through online communities and permeate
everyday conversations. Thus, “Televised sport not only provides our main connection to sport itself, but also our
ideas about nationality, class, race, gender, age and disability. It therefore presents a rich seam of material from
which to investigate and understand our social, cultural, economic and political lives.” (Boyle, R. and Haynes, R.: 09).
Moreover, the internationalization of sports, aided by media globalization, introduces linguistic diversity. As English
serves as the lingua franca of international sports, terms from various languages and cultures infiltrate the English
lexicon. Phrases like “hattrick” from cricket, “judo” from Japanese, or “golazo” from Spanish are now integral to
English sports discourse.

Dialectical Variations

As sports terminology weaves its way into the fabric of the English language, it encounters the diverse linguistic
landscapes of regions and communities. Dialectical variations, often influenced by local sporting cultures and
preferences, contribute to the rich and dynamic nature of the English language. Regional dialects and accents are
often accompanied by unique sports terminology. For example, the terminology associated with American football
varies from region to region within the United States. Terms like “touchdown” and “field goal” remain consistent,
but nuances in pronunciation and colloquialisms create distinctive variations. The same sport may be referred to as
“gridiron football” in some regions while simply “football” in others, reflecting the intricate web of local language. In
the context of dialectical variations, one cannot overlook the influence of beloved regional sports. Baseball in the
United States, cricket in the Caribbean, rugby in New Zealand, and soccer (football) in the United Kingdom have all
contributed to localized lexicons. These terms often reflect the unique cultural significance and prominence of these
sports in various regions. For instance, the language of cricket in the Caribbean may incorporate local idioms, and
the vocabulary of rugby in New Zealand may include Maori words and phrases. Additionally, international sports
events, such as the Olympics or the World Cup, introduce linguistic variations. The terminology used to describe
sports and events in these global spectacles reflects the diverse origins of athletes and fans. The fusion of terms from
different languages, including Spanish, French, Japanese, and others, can result in dialectical variations within
English-speaking communities. Thus, the same sport, with its unique terminology, may be celebrated or disparaged
depending on one’s geographical allegiance.
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CONCLUSION

The impact of sports terminology on the English language is a testament to language’s remarkable adaptability and
the continuous evolution of communication. This research paper has delved into the intricate relationship between
the lexicon of sports and the broader landscape of English, revealing a complex interplay of influences that enrich the
language. Sports terminology, with its historical roots and dynamic evolution, has proven to be a resilient traveller
through time. It seamlessly integrates into everyday conversation, contributing to the ever-expanding vocabulary of
English. The borrowings, adaptations, and metaphoric extensions of sports terminology infuse the language with
vibrancy and colour, shaping the way we express ourselves and view the world. Culturally, sports terminology
serves as a mirror to societal values and changes. It reflects the ideals and norms of different eras, echoing the shifts
in human aspirations and expectations. Sports have their unique cultural significance and prominence, and the
language they introduce reflects the diversity and dynamism of cultures around the world. The media and
technology, with their power to broadcast and disseminate sports events, play a pivotal role in popularizing and
perpetuating sports terminology. The instantaneous and global reach of modern media introduces linguistic
diversity and universality, as phrases and terms traverse borders and boundaries. Dialectical variations within the
English language are enriched by regional and community-specific sports terminologies. The regional differences,
often rooted in local sporting cultures, offer a fascinating dimension of linguistic diversity, embodying the spirit of
loyalty and identity. Moreover, sports terminology is not immune to the influence of language evolution theories.
Lexical diffusion, language contact, sociolinguistic variation, and cultural linguistics all contribute to the dynamic
relationship between sports and language. As sports become global phenomena, the interconnectedness of cultures
accelerates the evolution of the English language. The impact of sports terminology on the English language is a
vivid illustration of how language is a living, breathing entity, forever evolving to reflect the dynamic nature of
human expression.
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Idioms Sports Implied Meaning

Play hardball Baseball It refers to the regular baseball as opposed to a “softball.”

Behind the eight Billiards and
Being behind the “eight ball” means you have a difficult shot ahead.
ball Pool

On a sticky wicket Cricket In a difficult or uncertain situation. It comes from the condition of a
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cricket pitch affected by dampness or wear
Keep a straight bat Cricket To act honestly or fairly.
The ball is in your Tennis Each player’s turn to serve is like having the “ball in their court.”
court It is your turn.
Touchdown Football It signifies a significant achievement or success.
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ABSTRACT

The Ternary homogeneous second-degree equation given by 2(x? + y?) — xy = 57z% Representing a cone
is investigated to its non — zero integer solutions. A few pleasing relations betwixt the solutions and
special integer are obtained.

Keywords: Ternary second-degree integer solutions, homogeneous quadratic.

INTRODUCTION

The Diophantine equations provide unbounded fields for research due to their variety [1-3]. In particular, one may
cite [4-21] for quadratic equation with three unspecific. This communications concern with yet another interesting
homogeneous quadratic equation with three unknowns 2( x? + y%) — xy = 57z%for ascertaining its infinitely many
non - zero integral points. Also, a few fascinating relations among the solutions are exhibite
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NOTATION USED

tnn = Polygonal integer of order n with size m
P'= pyramidal integer of order n with size m
P*= pronic integer of order n

So, = Stella octangular integer of order n
Jn=Jacobsthallucas integer of order n

J. =Jacobsthal integer of order n

Gno, = Gnomic integer of order n

M,, = Mersenne integer of order n

0 NN LN

HG, = Hexagonal integer of order n
. PP, = Pentagonal pyramidal integer of order n
. SB, =Square pyramidal integer of order n
OH,, = Octohedral integer of order n
. FN,} = Four dimensional figurate integer whose generating polygonal is a square

ol s e,
W N RO

METHOD OF ANALYSIS
The Second degree Diophantine equation with three unknowns to be solved for obtaining non-zero integral
solution is
2(x+y?) —xy=57z> e, 1)
The substitution of linear transformations

x=u+3v
y=u-3v,u¥xv =0  ~ 2)
In (1) gives
uz4+15v2=19z2 . (3)
Assume that
z=(a, b) =a®+15b%, a, b=0 (4
PATTERN 1:
19=2+iV15) (2 —iV15) (5)

Substituting (4) and (5) in (3) we get.

(u+iV150) (u—iV150)=(2+iV15)(2—iV15)(a+iV15b)?(a—iv15h)?

Equating the positive and negative factors we get,

(u+ivV15v)=(2+iV15)(a+iv15h)? e (6)
(u+iV15v)=(2—iV15)(a—iv15h)2 eeeirieeeeeeen (D)
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Equating the real and imaginary parts in either (6) or (7) we get,

u=2a2— 30b2—30ab

v=a2—-15b%+4ab

Substituting (8) and (9) in (2) we get,

x=5a?— 75b2— 18ab
y=—a*+15b>—42ab

Properties:
l.(a, a+1) +70T+,+18Pr.=75(mod150)
2.(a,3a—2) +670Ts,+18T&,a=300(mod900)
3.(a2 a+ 1) + Ta,— 13T2a+CSa+84PPa=14(mod?28)
4.(a,4a—3) —239T+, +42T10,=135(mod 360)
5.(a+1,a—1) —14T4+CS.=15(mod 30)
6.(a,12a—11) —CHs—2158T+,=mod(3957)
7.(a, @) =16a2. a Perfectsquare
8. (a,)—(a,a)=—60a® , anartynumber
9. 2[(a,)+(aa)]=—24a2 anartynumber

10.(a,1)+(a,1)+z(a,1)—5T1.=60(mod60)

Pattern 2:

The ternary quadratic equation (3) can be written as
u2—4z2=15(z2—v?)

Factorizing(12)we have

(u+ 2z) (u—22z)=15z+v)(z—v)

ut+2z Z—V A
—_— = = —.B=#0
15(z4v) u—-2z— B

This 1s equivalent to the following two equations

(2B —154)z +Bu—154v=0

(9

e (10)

e (1)
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(B+24)z—Au+Bv=0 e (16)
Applying the method of cross multiplication, we get
z=A*+158> .7
u=-3042—-2B?-304B e (18)
v=15A2— B*— 4AB e (19)
Substituting (18) and (19) in (2) we get
X=1542—B2—424B e (20)
Y=—7542+5B2—-184 e (21)

Properties:
1.(a,12a—11) +129T4, +42T 2, «=121(mod264)
2.(a,2a2—1)+ 95T+ —20Ts, o2+1850a—J4=0
3.(a,3a—2) —CH3—133T+=59(mod177)
4.(a, a) +2(a, a)= 40a2aperfectsquare
5.4(a, a +(a,a) =—96a%, anarty number

Case (i)

Equation (13) can be written as

u+ 2z Z+v A B 0
= :_’ :'(;
15(z—v) wu—2z B

This is equivalent to the following two equations

(2B —154)z +Bu+154v=0 e (22
(B+24) z—Au+Bv=0 e (23)

Applying the method of cross multiplication, we get

z=(A,B)=A*+15R? SSPURRORIRRION §-2 3

u=(A,B)=3042—2B2+304B ceereere e nnene e 25)

v=(A,B)=15A2—B%— 4AB cererenneeeereseereennenenne 260)
We get

x=75A42— 5B2+ 18AB eerreenenennernennerenseneens (2 7)

y=-1542+ B2+ 424B et s snnnssnneens (28)

70025




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©OIJONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Radhika et al.,

Properties:
1.(a,7a—6) +170T+, —T16,a=180(mod420)
2.(a, a+1) +14T+—42Pr.=1(mod2)
3.(a% a+1) —T42—CSa—13T10.=14(mod28)
4.(a, a)+2(a,a)=144 a Perfect square
5. 6((a,a)) =96a2, a nasty number .

PATTERN 3:
The ternary quadratic equation (3) can be expressed as
u?=19z2-15v> s (29)

Consider the linear transformation

Z=x+15T L

V=x+19T . SO & 1)
(OR)

Z=x-15T

V=x-19T S € )}

Substituting (30) or (31) in (29) we get

u2=4(X2—285T2) e (32

Writtenu=4U (33)

Substituting (33) in (32). we get

X2=02+4285T2 D 1137
This is in the standard form
x2=Dy4z?

This the corresponding solutions to (34) are

T=24B rereeereieneenn (39)
U=28542—B2 e (36)
X=285A42+B2 e (3T)

Substituting (36) in (33) we have
u=4(28542—B?)

U=5704?—2B2 cerrreeereeereeeees (38)
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Case ()

Substituting (35) and (37) 1n (30) we get

Z =28542+B?+304B
V=28542+B?+ 3848
(38) and (40) in (2) we get
x=1425A%+ B?+ 114AB
v=—285A2—-5B2— 114AB
Properties:
1.(a,8a—7) —CHs—1486T4,2a—114T15,.=48(mod109)
2.(a,6a—5) + 465T4,,+114T4 ,=125(mod465)
3.(a,15a—13) —510T4,2a+30T17.2a=169(mod390)

4.(1, @) +5T4,2=285(mod114)
5.(a, a+ 1)— 284Ts:— CSa— 60Pra=0

Case (ji)
Substituting (35) and (37) in (31) we get

Z=28542+B2—30A4B

V=285A?+B?— 3848

(38) and (44) in (2) we get

x=(A,B)=1425A2+ B2— 114AB

y=(4,B)=—28542—-5B%+ 114AB

Property:
1.(a, a+1)—CSa—1424Ts+114Pra=0
2.(a2, @2—1)+290T+2—10T1a+]1:—1368FNa*=0
3.(a, 4a—3)—CH3—298T++30T4.=8(mod21)
4.(a, a)=256a? aperfectsquare

5.2(a,a)+(a,a)=—96a2, a nasty number
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PATTERN 4:
The ternary quadratic equation(34)can be written as
X2—U2=285T2 e, (47)
Employing the method of factorization we have
(X+U) (X—U) =(285T)
Equating the positive and negative factors, we get
X+U=285T (48)

X+U=285T (49)

Solving (41) and (42) we get

X=143T (50)
U=142T e (B1)

Substituting (33) in (51) we get

U=2(142T)
U=284T
ForT=A4 SERRRON (o 30 |
We get
Case i:
X=1434  Gaevesiesea (53)
U=2844 RTINS .. ||

Substituting (54) and (53) 1n (30) we get
Z=1584 e (55

V=1624 Avesiisneiiinin56)

Substituting (54) and(56) in (2).we get

x=7704 s )

==2024 = hvaameesii (58)
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Properties:
1.(a)+(a?)+z(a2)—726T1..=0
2. (a)+(a) +z(a)=0(mod728)
3.(2a—1)=770(mod1540)
4.(a?) 4+202T42=0
5.(2a2+1)—Ts—158=0
Case (ii)

Substituting (52) and (53) in (31) we get

Z=128A

V=12Z28 s

Substituting (54) and (60) in (2). we get

x=6564
y=—884
Properties:

1.2(a?) =256a? aperfectsquare
2.3[(a?) + (a?)] =120a2 anartynumber

3.(a?) —2(a?) = 400a? aperfectsquare
4.4[(a%)] =512a2 aperfectsquare

5. (@)+(a) +z(a)=0(mod726)
PATTERN 5:

Equation (47) can be written as

(X+U)(X—-U)=(285)2

Equating the positive and negative factors , we get
X+U=T>
X—-U=285

Solving (63) and(64)we get

U= T24+285
2
T2-285
U=
2

www.tnsroindia.org.in ©OIJONS

...(63)

..................... (64)

e (65)

eeeens (66)

ISSN: 0976 — 0997
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As our interest is on finding integer solutions, choose Tso that Xand Uare integers

write T=24+1 werereeennnseeneee e (07
Substituting (67) in (65) and (66)
X=242424+143 e, (68)
U=242+24-142
-.(69)
Substituting(69)in(33).we get
U=4A2+4A-284 e (T0)
Substituting (67) and (68) in (30). we get
Z=2A2+32A+158 (71)
V=2424404+162 el (72)
Substituting (70) and (72) in (2) we get
x=104%+124A+ 202 (73)
y=—242-1164—770 (14
Properties:
1.(a®)+ 120FNa*+114T+ =202
2.(2a—1) —40T+=202(mod 208)
3.(2a2— 1)+96FNa*+232T+,+662=0
4.(a+1) +2T+=888(mod 120)
5.(a—1)—2T+=128(mod28)
Substituting (67) and (68) in (31).we get
Z=2A>—-28A4+128 (75)
V=242-364+124 e, (76)
Substituting (70) and (76) in (2). we get
x=1042—-104A+88 2{(T7)
y=—24241124-656 (78)
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Properties:
1. x(a)+ v(a)+ z(a)—10T+.=440(mod20)

2. x(2a) —40T4+,=88 (mod 208)
3. y(a?)424FN.4—110T4.+656=0

4. y(2a) +8T1.=656(mod 224)
5. z(a) —2T4.=128(mod 28)
PATTERN 6:
Equation (47) can be written as
(X+U) (X— U) =(19T) (157)
This is equivalent to the following two equations

BYABU—19AT=0 o (80)

—AXH+AU+15BT=0 e (81)

Applying the method of cross multiplication. we gets

T=24AB A PTRRPASHAMNNIN | 5.1
x=194%+15B2 (83)
p=194==182 il (84)

Substituting (84) in (33)

p=38A*-30B> i (85)
Substituting (82) and (83) m (30), we get
Z=19AZH16BEH80AB 00 cnseessessiess (86)
V=194°+15B8"+ 38 ssmssean(ET)
Substituting (85) and (87) in (2) we get
¥=9542+ 1582+ 11448 L TS (88)
y=—19A-75R?—114AB  Lliaiaaesiee. (89)

Properties:

1. x(a.9a—7) —1310T2—228T11..=735(mod1890)
2. y(a%a*—1)—131T+at+75T 442 +1368FN*+75=0
3. z(aa)=64a> aperfectsquare

4. x(aa)+y(aa)=16a? aperfectsquare

5. x(a1) —95T1.=1b(mod114)
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Case ii
Substituting (82 and (83) in (31). we get
2 =19A2+15B2— 3048 e {90)
V=1942+15B>— 384B e, (1)
Substituting (85) and (91) in (2) we get
x=95424+ 15B2—1144B e (92
y=—1942-75B>-1144B e (93)

Properties:

1. z(a,a)=4a? aperfectsquare
2. y(a,a)+z(a,a)=24a®> anastynumber
3. x(a,1)+y(a,1)—76T4a+60=0
4. x(a,11a—9)—1910T4o+228T15.=1215(mod2970)
5. z(a,a+1)—34T4.+30Pr.=15(mod30)
PATTERN 7:
Equation (47) can be written as
(X+U)(X—U) = 19(15T2) e (00)
Equating the positive and negative factors. we get
X+U=19  niEasR 95)
X— U=15T? e (96)

Solving (95) and (96). we get

19+1572

- e— B ©7)
19—1572

- ————— (98)

As our interest is on finding integer solutions, choose Tso that X and U are integers
Write T=24+1 OSSO (+12)

Substituting (99) in (97) and (98). we get

X=30424304+17 . (100)

U=-3042—-304+2 e (101
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Substituting (101) in (33). we get

U=—6042-604A+4

Substituning (99) and (100) in (30). we get
Z=3042+604+32
V =304%+684+36

Substituting (102) and (104) in (2) we get

x=3042+1444+ 112
y=—15042-264A—104
Properties:
1. x(a?)—30Tsa?— 112=144a%? aperfect square

2. z(a?)— 30Tsa*—32=60a? a nartyn umber

3. x(a?—1)—30T142—32=—54qa? a narty number

4. y(2a) +300T+2=104(mod528)

5. y(2a—1) +600T+a=10(mod72)
Case (ii)
Substituting (99) and (100} in (31),we get

7 =3042+2 (10T

V=3042-84-2 rerenennes (108)

Substimuting (102) and (108) in (2) we get

x=3042—-844-2 P £ 11,1}

y=—15042—-364+10 v L10)
Properties :

1. (@) —30Ts, *~84T4a2=0

2. (a+1) —30T4 =56(mod24)

3. (2a’-1)+7200FNo*+72a’-104=0

4. y(2a2)+600T4,02+72T1a—30=0

5. z(a)—2=30a? anastynumber

International Bimonthly (Print) — Open Access
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. (104)

...(103)
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PATTERN §:
(47) can be written as
(X+U)(X—11)=(19T2)15
Equating the positive and negative factors, we get
X+ U=19T% sesmsspssiinismeh DL
X—U=15 s sass 112)
Solving (111) and (112). we get
= ﬂzﬂs ........................ (113)
19T2—15 ;
x = TR e o e (114)

As pur interest is on finding integer solutions, choose Tso that X and Uare integers

Write T=24+1 {115}

Substituting (115) in (113) and (114). we get
X=38A424384+17 TR, 5 1 .1

F=384%+38+2

versvearannend117)

Substituting (117) in (33), we get

U=76424+764+4 e (1L8)

Case (i)

Substituting (115) and (116) in (30), we get

Z=384+684+32 Sesiidiiiiiii W 119)
V=384"+764+36 e R

Substituting (118) and (120) in (2) we get

x=19042+3044+112 s (121)
y=—3842-1524—-104 Voamavenivissvaisso 1 82)
Properties:

1. x(2a)}—760T4:=112(mod 608)

[

x{a)+ yla)+ z(a)— 190T 15=40(mod220)
3. x(a2)—190T .2 —304T =112
4. 2(2a)—152Ts,=32(mod136)
5. ¥(a)+38TL.=104(mod152)

Case (i)

Substimting (115) and (118) in (31). we get

Z=3047+8A+2 SEE (L 28)

V =384*-2 ERORE I LY
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Substituting (118) and (124) in (2) we get
x=19042+764—2 Ly
y=—3842+76A+10 et (120)

Properties:
1. (2a—1)—-760T4 =112(mod 608)
2. (a+1) —190Ty = 264(mod456)
3. (—a)— 38T4 =10(mod76)
4. (2a)—152T4+.=2(mod 16)
5. x(a?)+v(a?)+z(a?)—190T4,42—160T4.=0

PATTERN 9:

_ (an+2niVi5)(4n—2niVis)

an?

19

..(127)

Substituting (4) and (127) in (3) we get,

(4n + 2niv15)(4n — 2niV15)

4n?

(u+ iV15v)(u — iV15v) = (a + iV15v)2(a — iV15v)?

Equating the positive and negative factors we get

(u+ iVIEy) = @(a + iVisv)’ e n(128)
(u—iVi5v) = %(a Wiy, (129)
Equating the real and imaginary parts in either (128) or (129) we get,
u=2a’- 30b%-30ab N § & 10)

v=a?-—15b*>+4ab (131)

Substituting (130) and (131) in (2) we get.
x=5a2-75b2—18ab (132

=—a?+15b%— 42ab (133
y
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Properties:

1. x(a%,a+1)—5Tsa2+ 75T4a+36P:5=75(mod150)

2. x(a?2a—1)—5T4e2+ 300T4a+36CP*=75(mod 150)

3. y(a,7a—6) —734T42—42T15.=540(mod1260)

4. y(a,a®)—12FNg*—Ta42+ 42CPs5

5. 2(a,a)—16T4.=0

6. z(a+1,a—1)—16Ts=16(mod 18)

7. y(a,1)+T1.=15 (m0d42)

8. z(a+3,a—2)—CHs+ 13T42=28(mod24)

9. z(2a,2a)=64a® aperfectsqure

10.x(a,2a2—1)— 5T 1a+3600FNo*+1850.=75

PATTERN 10:

Equation (3) can be written as

u? +150% = 1922« 1 e (134)
.. iv15)(n—niv1s
Write i = (““”‘/2:: nVis) (135)
4An+2niy15)(4n—2niy15
Write 19 = $rn2niVis)@n—znivis) (136)

4n?
Substituting (135). (136) and (4) in (134), we get
(u+ E\f{ﬁv)(u + W(Ev)

_(4n+ 2niv15)(4n — 2niv15) (n + nivVl5)(n — niv15)
4n? 16n?

(a +iV15b)2(a — iV15h)?
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Equating the positive and negative factor we get
(u + iVTBy) = GIHZIVIS) (UAILS) (1 1By e (137)
(u— iV TBv) = Gn=2ni1S) (niV15) ¢, _ ;752 e (138)
n 4in
Equating the real and imaginary parts in either (137) or (138) we get,
u=(-13e2+195b2-90ab) .. (139)
v= (3a?— 45b?—26ab) e (140)

Substituting (139) and (140) in (2) we get,
x=§ (—4a2+60b2-168ab) (141)

y=i (—22a2+330b2— 12ab) e (142)

Puta=4A b=4B in(141) and (142)
x=—16A2+240B2-672AB (143)

y= —88A2+ 1320B2- 48AB e (144)
Properties:
1. x(A2A+1)+16T+42—240T+a+1344PPaA=240(mod480)
2. z(A22A—1)—976T+4=240(mod 960)

3. 4(z(a,a))=1024A?, a perfect square
4. x(A A)+y(AA)+Z(AA)—1369Tsa =0

5. (1,A)—1320T:2=88 (m0d48).

CONCLUSION

In conclusion, one may study other methods of third degree equation with four unknowns and examine for their
integer solutions.
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ABSTRACT

Brain tumor segmentation plays a crucial role in the diagnosis, treatment planning, and monitoring of

brain tumors. With the advent of deep learning techniques, automated segmentation methods have
witnessed significant advancements, providing accurate and efficient solutions for analyzing MRI
images. This survey paper aims to provide a comprehensive overview of recent advancements in deep
learning-based automated brain tumor segmentation in MRI images. We discuss the key challenges in
brain tumor segmentation, review the state-of-the-art deep learning models and architectures, highlight
the available datasets, and present an analysis of evaluation metrics and performance comparisons. The
survey concludes with an outlook on future research directions in this rapidly evolving field.

Keywords: Brain Tumor, Artificial Intelligence, Machine Learning, Deep Learning, CNN, Segmentation

INTRODUCTION

Normal brain is made up of three types of soft tissues: gray matter (GM), white matter (WM), and cerebrospinal fluid
(CSF)[1]. The brain is a complex organ that controls various bodily functions, including movement, sensation,
thoughts, and emotions. When a tumor develops in the brain, it can interfere with these normal functions and lead to
a wide range of symptoms depending on its size, location, and rate of growth. A brain tumor refers to an abnormal
growth of cells in the brain. It can originate from brain tissue or may have spread from other parts of the body
(known as secondary or metastatic brain tumors). Brain tumors can be either benign (non-cancerous) or malignant
(cancerous)[2].To diagnose a brain tumor, doctors may employ various techniques, such as neurological
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exams, imaging tests (e.g., MRI, CT scan), and in some cases, a biopsy to analyze a sample of the tumor tissue. The
classification of brain tumors is based on their cell type, location, and rate of growth.

Background and Motivation

Automated brain tumor segmentation in MRI images holds significant importance in clinical practice and research
for several reasons:

Accurate Diagnosis

MRI is a common imaging modality used in brain tumor diagnosis. Automated segmentation enables precise
delineation of tumor boundaries, facilitating accurate identification and characterization of tumor regions.

Treatment Planning

Accurate segmentation provides essential information for treatment planning. By identifying tumor regions,
surgeons can determine the optimal surgical approach and plan the resection to minimize damage to healthy brain
tissue.

Monitoring Treatment Response

Automated segmentation allows for the longitudinal assessment of tumor response to treatment. By comparing
follow-up MRI images with baseline segmentation, healthcare professionals can quantify changes in tumor size,
shape, and volume.

Research and Clinical Trials

Automated segmentation plays a vital role in brain tumor research and clinical trials. Accurate and reproducible
tumor segmentation enables the evaluation of new treatment modalities, assessment of treatment response, and
analysis of disease progression patterns.

Time Efficiency

Manual segmentation of brain tumors is a labor-intensive and time-consuming task. Automated segmentation
techniques significantly reduce the time required for tumor delineation. Overall, automated brain tumor
segmentation in MRI images is of great significance as it improves diagnostic accuracy, enables personalized
treatment planning, facilitates treatment response monitoring, supports research endeavours, and enhances overall
patient care.

Magnetic Resonance Imaging

MRI is a widely utilized imaging modality for brain tumor detection due to its dynamic and flexible nature, allowing
for sufficient contrast in captured images. By using different pulse types and imaging parameters, the intensity of the
images can be adjusted. For example, varying the imaging parameter related to longitudinal relaxation time
produces T1-weighted images, while variation in transverse relaxation time generates images for the T2 modality.
Tissue characteristics can be captured by modulating signal intensities in T1- and T2-weighted images[3]. The
contrast of MRI images relies on the pulse parameters. MRI provides detailed structural information of the brain and
is effective even in early stages of disease, particularly in detecting white matter that may not be captured by CT
scans. The intensity of brain images is primarily determined by T1 and T2 relaxation times, which exhibit distinct
contrasts in T1- and T2-weighted images. Some common artifacts in MRI images include partial volume, RF noise,
intensity overlaps, motion, and gradient. MRI offers advantages such as excellent soft tissue visualization, high
image resolution with 1-mm cubic voxels, and a high signal-to-noise ratio in the image cube.

MRI has certain drawbacks that need to be considered. Firstly, the acquisition time for MRI is generally longer
compared to other imaging modalities such as CT. Additionally, achieving homogeneity in image intensity can be
challenging in MRI. However, despite these disadvantages, the advantages of MRI outweigh them, making it a
preferred modality for capturing brain images. Therefore, this chapter focuses on MR imaging-based methods for
brain tumor segmentation. There are several challenges associated with automated or semi-automated brain tumor
localization in MRI. Firstly, the origin of tumorous tissues can occur anywhere in the brain, posing a significant
challenge in their localization. Secondly, normal brain tissues have predefined locations, but the growth of tumors
can deform these tissues, making their identification more difficult. Moreover, different MRI sequences, including
T1-weighted, T2-weighted, Tlc, and fluid-attenuated inversion recovery (FLAIR), provide distinct biological
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information about brain tissues [4]. Relying on only a subset of these sequences may not ensure accurate tumor
detection. Finally, the accuracy of segmentation also influences the prediction of tumor growth rate, which is crucial
for post-treatment planning.

Brain Tumor Segmentation

Brain tumor segmentation refers to the process of identifying and delineating tumor regions within medical imaging
data, particularly magnetic resonance imaging (MRI) scans of the brain. It involves the use of computational
algorithms and techniques to automatically analyze the images and segment the tumor regions. The segmentation of
brain tumors is a crucial step in various aspects of clinical practice and research. It provides valuable information for
accurate diagnosis, treatment planning, monitoring treatment response, and conducting clinical studies. Manual
segmentation by radiologists can be time-consuming, subjective, and prone to inter-observer variability. Automated
segmentation methods, particularly those based on deep learning techniques, have emerged as a promising
approach to overcome these challenges. Deep learning-based approaches for brain tumor segmentation utilize neural
networks, such as convolutional neural networks (CNNSs), to learn the complex patterns and characteristics of brain
tumors from large datasets [4]. These models can effectively capture the spatial relationships and variabilities of
tumors, enabling accurate segmentation results. The process of brain tumor segmentation typically involves the
following steps: 1. Pre-processing 2. Training 3. Testing 4. Post Processing [5]. Evaluation of the segmentation results
is typically performed by comparing the automated segmentations with ground truth annotations created by expert
radiologists. Various metrics, such as Dice coefficient, Jaccard index, or Hausdorff distance, are used to assess the
accuracy and overlap between the automated and manual segmentations [6]. Accurate and robust brain tumor
segmentation is crucial for guiding treatment decisions, monitoring disease progression, and conducting research
studies. It enables precise tumor localization, quantitative analysis of tumor characteristics, and assessment of
treatment response. By automating this process, deep learning-based segmentation methods offer the potential to
enhance efficiency, reduce inter-observer variability, and improve patient outcomes in the management of brain
tumors [7].

Traditional and Emerging Techniques

Thresholding based techniques

Thresholding-based techniques in brain tumor detection involve setting intensity thresholds on MRI images to
separate tumor regions from the surrounding healthy tissue [21]. These methods use pixel intensity values to
determine whether a voxel belongs to a tumor or not. By choosing appropriate threshold values, regions of high
intensity that indicate the presence of tumors can be isolated [22]. However, thresholding techniques alone may not
be sufficient to handle the complexity and variability of brain tumors, as tumors can exhibit heterogeneous
intensities and overlap with normal brain tissue. Thus, while thresholding can provide initial tumor regions, it is
often combined with other segmentation or classification methods to improve accuracy and robustness in brain
tumor detection.

Region and contour-based techniques

Region and contour-based techniques in brain tumor detection focus on identifying tumor regions based on their
spatial characteristics and boundaries. These methods analyse the shape, texture, and spatial relationships of pixels
or vowels to delineate tumor regions [9]. Region-based techniques involve grouping connected pixels with similar
properties to form tumor regions, while contour-based techniques aim to trace the boundary of tumors. By
considering the spatial information and connectivity of tumor regions, these techniques can better capture the shape
and extent of tumors [10]. However, they may still face challenges in handling irregular tumor shapes, overlapping
structures, and variations in tumor appearance. Therefore, combining region and contour-based methods with other
advanced techniques, such as machine learning or deep learning approaches, can enhance the accuracy and
reliability of brain tumor detection.
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Statistical based Techniques

Statistical-based methods in brain tumor detection involve the use of statistical models and algorithms to analyse the
characteristics and patterns of tumor regions in MRI images. These methods utilize statistical measures, such as
mean, variance, and distribution properties, to distinguish tumor regions from normal brain tissue [9]. They often
involve comparing the statistical properties of pixels or voxels within a region of interest to predefined thresholds or
reference models. By leveraging statistical analysis, these methods can identify deviations from normal tissue
behaviour, allowing for the detection of potential tumor regions. However, statistical-based approaches may face
challenges in handling complex tumor appearances and variations, and they may require careful tuning of
parameters and assumptions. Integrating statistical methods with other complementary techniques, such as machine
learning or image processing algorithms, can enhance the accuracy and robustness of brain tumor detection.

Machine Learning Technique

Machine learning techniques in brain tumor detection utilize algorithms and models to automatically analyse MRI
images and classify regions as tumor or non-tumor. These methods learn from labelled training data, extracting
relevant features from the images and training models to make predictions [8]. Common machine learning
techniques used in brain tumor detection include support vector machines (SVM), random forests, and neural
networks [8]. These models can capture complex patterns and relationships within the data, enabling accurate
identification and segmentation of tumor regions. Machine learning-based approaches offer the advantage of
automation, objectivity, and scalability, allowing for efficient and consistent tumor detection. By leveraging large
datasets and learning from examples, these techniques have the potential to enhance the accuracy and efficiency of
brain tumor detection, aiding in early diagnosis and treatment planning.

Deep Learning Technique

Deep learning techniques in brain tumor detection utilize deep neural networks, such as convolutional neural
networks (CNNSs), to automatically analyse MRI images and identify tumor regions. These models learn hierarchical
representations of the data, extracting complex features and patterns from the images [15]. By leveraging large
amounts of labelled training data, deep learning models can learn to accurately classify pixels or voxels as tumor or
non-tumor, as well as perform precise segmentation of tumor regions. Deep learning-based approaches have
demonstrated exceptional performance in brain tumor detection, achieving high accuracy and robustness[19]. They
have the ability to handle variations in tumor appearance, shape, and size, making them well-suited for the
complexity of brain tumors. With their capacity to learn from data, deep learning techniques hold great potential for
improving early detection, facilitating treatment planning, and enhancing patient outcomes in brain tumor detection.

Hybrid Learning Technique

Hybrid learning techniques in brain tumor detection combine the strengths of multiple machine learning
approaches, such as traditional statistical methods and deep learning models, to improve the accuracy and reliability
of tumor detection [20]. These methods leverage the complementary capabilities of different algorithms and models
to enhance performance. For example, statistical methods may be used for initial tumor region identification based
on intensity or texture analysis, while deep learning models can be employed for fine-grained segmentation and
classification tasks. By integrating these techniques, hybrid learning approaches aim to overcome the limitations of
individual methods and provide more robust and accurate tumor detection results. This hybridization allows for a
comprehensive analysis of MRI images, leveraging the strengths of both statistical and deep learning approaches to
achieve improved brain tumor detection outcomes.

Conventional Method of Brain Tumor Segmentation

Conventional methods of brain tumor segmentation refer to traditional approaches that have been used prior to the
emergence of deep learning techniques. These methods often involve manual or semi-automatic processes performed
by radiologists or medical experts. Here are some commonly employed conventional methods for brain tumor
segmentation
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Manual Segmentation

Radiologists visually inspect MRI images and manually outline tumor regions using image editing software [11].
This approach is time-consuming, subjective, and can vary among different experts, leading to inter-observer
variability.

Thresholding

This technique involves setting intensity thresholds on MRI images to separate tumor regions from healthy tissue.
Pixels with intensity values above a certain threshold are classified as tumor regions. However, thresholding alone
may struggle with variations in tumor appearance and overlapping structures.

Region Growing

Region growing methods start with a seed point or region and iteratively expand the region by including
neighbouring pixels or voxels that meet certain criteria [12]. These criteria can be based on intensity similarity,
gradient information, or other image properties. Region growing can be sensitive to seed selection and may struggle
with complex tumor shapes [13].

Active Contour Models

Active contour or "snake" models are deformable curves or surfaces that can be iteratively adjusted to fit the tumor
boundaries. These models are influenced by image features such as intensity gradients or edges. They require
initialization and parameter tuning but can handle irregular tumor shapes.

Watershed Transformation

The watershed transformation treats image intensity as a topographic surface and simulates flooding to segment
objects. It identifies basins and watershed lines to delineate tumor regions. However, it can produce over-
segmentation or under-segmentation in the presence of noise or intensity variations.

Template-Based Segmentation

This method involves utilizing pre-segmented templates or atlases of tumor images as references. The templates are
registered and aligned with the patient's MRI images, and the tumor regions are transferred or propagated based on
the registration [22]. It relies on the availability of a representative template dataset.

While conventional methods have been widely used, they often require extensive user intervention, are prone to
subjectivity and variability, and may struggle with complex tumor characteristics. The emergence of deep learning
techniques, particularly convolutional neural networks, has shown great promise in addressing these limitations and
improving the accuracy and efficiency of brain tumor segmentation.

Similarity Metric

Validation is crucial for the computer-aided analysis of medical images, particularly for segmentation tasks.
However, there is a lack of a definitive "ground truth" or "gold standard" for analysing in vivo acquired data. To
address this challenge, various databases containing MR brain images with known ground truth annotations are
freely accessible for experimental analysis. Evaluation metrics offer a solution to the validation problem by allowing
the comparison of segmentation results with the ground truth. Similarity coefficients are commonly employed as
metrics, and two examples of such coefficients are widely used in the field.

Dice’s Similarity Coefficient

Dice’s coefficient (DC) is used as a similarity measure between two sets.
2ANB

DO=11""".
A +| B

where 0< DC < |

Here, A is a set of ground truth vowels and B is a set of vowels labelled using segmentation method [25].
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Jac card Similarity Coefficient
Jac card similarity coefficient is used for comparing similarity and diversity of a sample sets. It measures similarity
between finite sample sets as follows.

[AnB]|

JA.B) =50

where 0 =J(A B) = |

Here, A is a set representing annotated voxels of a ground truth and B is a set of labelled voxels generated by any
method. Jaccard distance dJ(A,B)measures dissimilarity between sample sets.
di{A.B)=1—-J(A.B)

It is complementary to the Jaccard coefficients [26].

Open Source Tools for Brain Image Analysis

3-D Slicer

3D Slicer is a software platform that facilitates the analysis of medical imaging data, including registration,
segmentation, and visualization. It is an open-source software that can be utilized on various operating systems. One
of its key advantages is its extensibility, allowing users to incorporate additional algorithms and applications
through plug-ins. The features of 3D Slicer encompass support for multiple imaging modalities such as MRI, CT,
ultrasound, nuclear medicine, and microscopy. Moreover, it offers visualization capabilities for a wide range of
organs, spanning from head to toe.

Visualization Toolkit

The Visualization Toolkit (VTIK) is a freely accessible, open-source software system designed for 3D image
processing, computer graphics, and visualization. It is compatible with multiple operating systems and offers a
diverse range of algorithms for working with scalars, vectors, tensors, textures, and volumetric methods. VTK
provides extensive support for various types of data and enables users to perform advanced visualization and
analysis tasks.

Tumor Sim

Tumor Sim is a simulation software that is compatible with multiple operating systems. It generates pathological
ground truth data based on the existing healthy ground truth data for adults, such as the brain web data. To run the
software, users need to provide an input directory containing information about healthy anatomy, anatomical
probabilities, mesh, and diffusion tensor image. TumorSim utilizes this input to simulate pathological conditions and
generate corresponding ground truth data for further analysis and evaluation.

Robust Brain Extraction (ROBEX)

Robex is a tool used for automatic skull stripping, which is a pre-processing step in brain image analysis that
involves removing non-brain tissues from the head image. It is designed to achieve reliable skull stripping results
across various datasets without the need for manual parameter adjustments. z With the advancement in
computational capabilities and the availability of large annotated datasets, researchers have increasingly turned to
deep learning techniques for segmentation tasks. The following section provides an overview of deep learning,
including the utilization of convolutional neural networks, and explores its applications in brain tumor
segmentation.

Deep Learning

An artificial neural network is considered as a simplified model of the human brain. In the early 1980s, researchers
began utilizing neural networks for tasks such as credit card fraud detection, character recognition, and similar
applications. However, interest in neural networks diminished due to limited computational power and small
datasets. Nowadays, with the availability of powerful computing systems and larger datasets, applications like
Google's instant auto complete suggestions, Facebook's photo tagging, and driverless cars have gained popularity.
These applications demonstrate the increasing effectiveness of artificial intelligence (AI). Deep Learning, a subfield of
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machine learning, is built upon a set of algorithms that form a robust framework for supervised learning. Geoffrey
Hinton introduced deep learning as a response to the limitations of traditional machine learning algorithms. These
limitations include difficulties in handling high-dimensional data (curse of dimensionality), failure to address
statistical challenges without implicit assumptions (such as smoothness and local constancy), reliance on human
domain knowledge for feature representation instead of leveraging available data, and the inability to generalize
well in complex tasks like speech or object recognition. Deep learning aims to overcome these challenges by
employing multiple layers and a large number of units within each layer to represent highly complex functions.
These layers form a hierarchy that captures features from low to high levels, allowing the model to learn high-level
abstractions from the data. Additionally, the layers incorporate nonlinear processing units and facilitate supervised
learning on feature representations. By utilizing deep learning, researchers can effectively address the limitations of
traditional machine learning algorithms and achieve more accurate and abstract representations of data.

The benefits of deep neural networks can be summarized as follows:

1. Deep learning offers a notable enhancement in performance compared to traditional segmentation methods.

2. It eliminates the need for manual feature engineering, which is typically a time-consuming aspect of machine
learning.

3. Deep learning models possess an adaptive architecture that can easily adapt to new problem domains.

A convolutional neural network (CNN) is a type of deep network specifically designed for solving supervised
learning tasks, such as image segmentation. On the other hand, a recurrent neural network (RNN) is another
specialized form of deep network that excels in processing sequential data. While RNN is capable of working with
sequential data of varying lengths, CNN is suitable for both fixed-length and variable-length data. As a result, CNN
has gained popularity as a preferred method for addressing image segmentation challenges, which will be further
explored in the upcoming subsection.

Convolutional Neural Network

A Convolutional Neural Network (CNN) is a type of deep learning model that is particularly effective in analyzing
and processing visual data, such as images. It is inspired by the structure and functionality of the visual cortex in the
human brain. CNNs are designed to automatically extract relevant features from input data through the use of
convolutional layers. These layers apply filters or kernels to input data, performing local operations and capturing
spatial patterns. The filters slide over the input data, performing convolutions and producing feature maps that
highlight different aspects of the input. Typically, a CNN consists of multiple convolutional layers, interspersed with
pooling layers that down sample the feature maps and reduce their dimensionality. This hierarchical structure
allows the network to learn increasingly complex and abstract features as it progresses through the layers. The final
layers of a CNN usually include fully connected layers and a soft max activation function for classification tasks or a
pixel-wise prediction layer for segmentation tasks. One of the key advantages of CNNs is their ability to
automatically learn and extract relevant features from raw input data, eliminating the need for manual feature
engineering. This makes CNNs particularly effective in tasks such as image classification, object detection, and image
segmentation. Additionally, CNNs can handle input data of different sizes and scales, making them versatile for a
wide range of visual data analysis tasks. Due to their impressive performance and ability to capture spatial
information, CNNs have become a cornerstone in various applications, including computer vision, medical imaging,
autonomous vehicles, and natural language processing. Their success is attributed to their deep architecture,
parameter sharing, and efficient learning algorithms, which enable them to handle large and complex datasets while
achieving state-of-the-art results.

Network Design Aspects of Deep Learning

To enhance the performance of a designed network, it is crucial to employ effective algorithms and have a solid
understanding of the underlying principles guiding these algorithms. The quality of segmentation results obtained
from a network relies on several factors, including the availability of ample and diverse data, the capacity of the
model to handle complex patterns, the use of regularized features to prevent overfitting, optimization techniques to
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fine-tune the network parameters, and the proper debugging of the software implementation [42]. By addressing
these aspects, one can improve the accuracy and reliability of the segmentation results produced by the network.
The design of the network relies on the following factors [43]:

1. Choosing a suitable performance metric to evaluate the network's effectiveness.
Developing an end-to-end pipeline that encompasses all necessary steps for the task at hand.

3. Identifying performance bottlenecks that may lead to underfitting, overfitting, or the introduction of errors in the
data or software.

4. TItis recommended to make incremental modifications based on the system's observations.

This could involve gathering additional data, fine-tuning hyper parameters, or changing algorithms to address any
identified issues. The choice of performance metric is influenced by various factors, including the output features of
the neural network, the stochastic nature of the network, and the availability of data. Achieving zero error is
extremely challenging, so it is more practical to aim for an acceptable error rate. Developing an optimal neural
network may require a significant amount of data, which can be time-consuming and resource-intensive. Therefore,
it is advisable to use datasets with ground truth for training and testing, as this helps overcome many of these
constraints. In addition to accuracy and error rates, precision and recall are alternative metrics used to evaluate
performance. Different measures are needed in certain situations where accuracy may not be an appropriate metric.
For example, when detecting a rare disease in a patient, accuracy alone may not suffice. In such cases, precision and
recall are utilized as performance metrics. Precision measures the fraction of correctly reported detections by the
model, while recall measures the fraction of true events that were correctly detected. Once the performance metric is
determined, a default baseline model is selected based on the type of available data. For instance, if the input is a
fixed-size vector, a feed-forward neural network is a suitable choice.

Convolutional Neural Networks (CNNs) are well-suited for topological data such as images, while Recurrent Neural
Networks (RNNs) are suitable for sequential data [45]. Additionally, optimization algorithms such as stochastic
gradient descent (SGD), regularization techniques, and stopping criteria are set up along with the baseline model.
The selection of proper hyper parameters for deep learning algorithms also plays a crucial role in improving the
model's quality. There are two approaches to selecting hyper parameters: manual and automatic. Manual hyper
parameter selection involves considering factors such as the model's representational capacity, its ability to minimize
the cost function, and regularization. Hyper parameters that can be manually tuned include the number of hidden
layers, the number of units in a hidden layer, the learning rate, tuning parameters, convolutional kernel width,
dropout rate, etc [44]. Automatic hyper parameter selection can be done through grid search or random search. The
model's performance is then evaluated at each point in the grid or at random locations to determine the best set of
hyper parameters.

CNN ARCHITECTURES FOR BRAIN TUMOR SEGMENTATION

Several researchers have successfully utilized Convolutional Neural Networks (CNNs) for the segmentation of brain
tumors. The input to the CNN consists of one of the four MRI modalities: T1, T1lc, T2, and FLAIR. These modalities
are provided to the CNN as either 2D or 3D patches for the segmentation process. In the case of single voxel label
prediction, the output is generated for the central vowel within the 2D or 3D patch. For multi vowel prediction, the
output includes predictions for multiple vowels. Typically, these methods are implemented and evaluated on the
BRATS dataset [27], where the MRI images are registered with the Tlc image slice by slice. Prior to applying the
CNN, the images undergo basic pre-processing, which includes normalization and bias-field correction.
Normalization addresses the issue of the lack of a standard image intensity scale in MRI, which can cause problems
in image display and analysis. Bias field refers to a low-frequency signal that can corrupt MRI images, and its
removal is necessary for improved segmentation results. Additionally, post processing techniques are employed to
remove very small regions that may be misclassified as tumorous vowels. An example of bias-field correction in an
MRI image is illustrated in Figure 5.
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Mohammad et al. [28] proposed two different architectures for Convolutional Neural Networks (CNNs): the two-
pathway architecture and the cascaded architecture. In the two-pathway architecture, the input is fed into two
separate CNNs: The Local path CNN and the Global path CNN. The Local path CNN focuses on capturing the visual
details surrounding a voxel, while the Global path CNN considers the larger context. The outputs of these two CNNs
are then concatenated to generate the final output value. On the other hand, the cascaded architecture involves
passing the output parameters of one CNN as input to a second CNN, known as the Two path CNN. Depending on
the point of cascading, the CNN is referred to as either Input Cascade CNN or Local Cascade CNN. In the case of
Input Cascade CNN, the output of the first CNN is concatenated with the input of the second CNN. In the Local
Cascade CNN, the output of the first CNN is concatenated with the first hidden layer of the local path CNN, and
then with MFCascade CNN, which is the concatenation of the output of the first CNN and the output of a
penultimate layer.

The data used for brain tumor segmentation is imbalanced, with healthy brain tissues making up 98% of the voxels
and the remaining 2% representing tumorous tissues. This imbalance poses a challenge during the training of
Convolutional Neural Networks (CNNs) as the healthy labels can dominate and cause issues. To address this
problem, a two-phase training approach is employed using 2D patches. In the first phase, the CNN is trained on a
balanced dataset where each class label is equally represented. In the second phase, the unbalanced data is
considered, and only the output layer of the CNN is retrained. Normalization is performed by removing 1% of the
highest and lowest intensities, followed by subtracting the mean and dividing by the standard deviation.
Additionally, the N4ITK bias-field correction [29] is applied to T1 and T1lc images. L1 and L2 regularization terms are
incorporated into the negative-log likelihood functions at the hidden layers using the dropout method. During post
processing, a connected component-based method is applied to remove spurious blobs that may appear in the
predictions, particularly near the bright corners of the brain close to the skull. In reference [30], the authors presented
two distinct architectures for high-grade glioma (HGG) and low-grade glioma (LGG). The HGG architecture
consisted of 11 layers, while the LGG architecture had a depth of 9 layers. Input data in the form of 2D patches
underwent intensity normalization and bias-field correction before being fed into the networks. After generating the
segmentation labels, small clusters of voxels were removed based on a predefined threshold.

In reference [31], the author proposed a CNN architecture that takes 2D patches as input. The preprocessing step
involved intensity normalization with histogram matching. The network incorporated normalization and bilinear
interpolation at a hidden layer, which included rectified linear unit (ReLU) activation and max pooling. Reference
[32] introduced a two-pathway architecture that accepts 3D patches as input for the CNN. The input images were
normalized to have zero mean and unit variance. Post processing steps included conditional random field (CRF)
refinement to enhance the boundary between the tumor and the background. Additionally, morphological
operations were applied to remove isolated false positives. In reference [33], the authors proposed a CNN that takes
3D input patches. Bias-field correction and normalization were performed on T1 and T1c images as part of the pre-
processing stage. Post processing involved applying a closing operation to eliminate small dark spots and connect
small bright cracks. Connected component removal was also employed to eliminate components smaller than a
specified threshold size.Lastly, in reference [34], an 8-layer CNN architecture designed for 2D image patches was
proposed. One of the CNN architectures [32] is shown in Fig. 6. The authors of this chapter implemented this
architecture on NVIDIA Quadro M2000 GPU using sample dataset. Results of the experimentation are shown in Fig.
7. The training and validation accuracies approach 1, indicating a high level of accuracy in both sets. Similarly, the
Dice similarity coefficient, which measures the overlap between the predicted and ground truth segmentations, is
close to 1 during training, indicating a strong agreement. However, during validation, it slightly decreases to 0.85.
Additionally, measures such as specificity and sensitivity exhibit values close to 1 for both the training and
validation sets. These metrics collectively demonstrate the effectiveness and efficiency of the brain tumor
segmentation, highlighting its successful performance.
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CNN Tools

Theano [35]: Theano is a Python library designed for creating efficient mathematical expressions that involve
multidimensional arrays. It offers several important features, including GPU support for faster computations and
seamless integration with NumPy. It also ensures accurate results for logarithmic functions with very small input
values and utilizes dynamic C code generation to enhance evaluation speed. Torch [36]: Torch is a scientific
framework developed to facilitate machine learning algorithms on GPUs. It provides support for multidimensional
arrays, along with functionalities for linear algebra, slicing, transposing, and other mathematical operations. Torch
also offers an interface to the C language and incorporates models specifically designed for neural networks.
Pylearn2 [37]: Pylearn2 is a machine learning library built on top of Theano. It utilizes mathematical expressions to
develop Pylearn2 plug-ins and leverages Theano's optimization capabilities for enhanced performance. Mxnet [38]:
Mxnet is a deep learning framework that offers a balanced approach to symbolic and imperative programming,
maximizing efficiency and productivity. It boasts portability, lightweight design, and scalability across multiple
GPUs. CNTK [40]: CNTK is a comprehensive deep learning toolkit developed by Microsoft Research. It offers the
flexibility of being used as a library within Python or C++ or as a standalone tool. CNTK supports the Brain Script
model description language for convenient model development and experimentation. Tensor Flow [41]: Tensor Flow
is a freely available software library designed for performing numerical computations, particularly involving
multidimensional arrays. It enables the creation of flexible architectures that can be seamlessly deployed on single or
multiple CPUs or GPUs. Caffe [39]: Caffe is a deep learning framework known for its expressive architecture and
extensible codebase. It operates efficiently with various data types and delivers high-speed processing capabilities.

SUMMARY AND DISCUSSION

This chapter presents a range of conventional approaches for brain tumor segmentation, each with its own
limitations. These limitations include: (1) Small dataset sizes, which can introduce bias and limit generalizability. (2)
Over fitting risks associated with random forest-based methods. (3) Challenges faced by symmetry-based methods
when tumors exhibit symmetry along the mid sagittal plane, compounded by the difficulty of accurately identifying
this plane. (4) Failures of atlas-based and probabilistic methods when tumors cause deformations in normal tissues,
making accurate registration with atlas images challenging. Additionally, all these methods require hand-crafted
feature sets for segmentation, heavily relying on expert knowledge. As per the study done, the K-means clustering
method yielded poor results. This can be attributed to its reliance on basic features such as histograms for selecting
tumorous vowels. In T2 images, the intensity of tumorous tissue may resemble that of other non-brain tissues in the
skull and CSF, making the removal of non-tumorous vowels difficult. Enhancements to K-means clustering can be
explored, such as incorporating additional features like symmetry, which can aid in correctly identifying CSF.

Furthermore, many conventional methods rely on small custom datasets, including widely available databases like
BRATS. Consequently, while these methods may perform well on specific datasets, their generalizability is limited.
For automatic brain tumor segmentation, artificial neural networks (ANN), support vector machines (SVM), and
random decision forests (RDF) can be employed. As discussed in the previous section, convolutional neural
networks (CNN) have shown exceptional results in brain tumor segmentation. CNNs have emerged as powerful
tools for implementing deep learning due to their rich and resourceful architecture. Hence, it is crucial to examine
the distinctions between artificial neural networks (ANN) and convolutional neural networks (CNN). However,
there are several similarities between ANN and CNN, including the following;:

Both ANN and CNN possess the capability to acquire knowledge through interactions with the environment.
They rely on supervised learning and require training data to solve problems effectively.

Both networks can self-organize based on the information processed during the learning phase.

Once trained, both ANN and CNN can deliver real-time performance when applied to testing or inference tasks.

L.
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It is important to note that the weights of the network alone do not provide a comprehensive understanding of the
underlying functional relationship between the input and output.

Challenges and Future Direction

This chapter explores the topic of brain tumor segmentation, encompassing both conventional methods and
convolutional neural networks (CNN). Manual analysis of medical images can be time-consuming, thus automated
segmentation methods are valuable for reducing diagnosis time. The focus of the chapter is on MRI images, which
are widely used in brain scans. It addresses the challenges and goals associated with brain tumor segmentation.
Initially, the chapter delves into conventional segmentation methods such as thresholding, region growing, artificial
neural networks (ANN), and support vector machines (SVM). These methods rely on various features extracted from
the images and employ similarity metrics to quantify the segmentation results. The K-means clustering algorithm is
applied to the BRATS dataset for experimental analysis, revealing unsatisfactory segmentation outcomes. While
conventional supervised methods are established to a certain extent, they fail to consistently improve segmentation
results. Additionally, these methods rely on human experts for feature extraction.

Deep learning, particularly through the use of CNN, offers a powerful framework for supervised learning. It
significantly enhances segmentation results compared to conventional methods. The chapter focuses on the
implementation of CNN for brain tumor segmentation and highlights various CNN architectures. An architecture
proposed in [32] is implemented on a GPU to study tumor segmentation using the BRATS dataset. The results of this
experimentation are highly encouraging, as the similarity coefficient for tumor segmentation is notably high. It is
worth noting that some conventional methods may provide better segmentation results, but this can be attributed to
the small dataset, which introduces bias. Furthermore, only one or two modality images are used as inputs in
conventional methods, which can improve the results. In contrast, CNN utilizes all four MRI modality images with a
larger dataset, enabling better generalization capabilities across various tumors. However, CNN requires specific
hardware setups like GPUs for efficient training and testing, resulting in faster response times. Such hardware setups
are not mandatory for conventional segmentation methods. Additionally, due to the larger dataset, feature
generation is more time-consuming compared to conventional methods. Nevertheless, once the CNN model is
trained, the test time is significantly reduced. Nowadays, with powerful hardware, the response time of deep
learning methods is becoming comparable to conventional methods. One of the major challenges in this field is
accurately locating and predicting the growth rate of a tumor, which aids in treatment planning and predicting
patient survival time in cases where the tumor is incurable. However, such predictions require temporal images of a
patient, which can be difficult to obtain.
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Table 1: Summary of a few studies utilized Deep Learning, Auto Encoders and Hybrid Techniques techniques for
brain tumor detection

. . Size of o
Technique Modality Tumor Type Dataset Performance (%) | References
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Fig 1: Different Modalities of MRI Images (A)
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Fig 2: Classification of Brain Tumor Detection Techniques for
MR Images
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ABSTRACT

In an era marked by the rapid dissemination of information through social media, the proliferation of
fake news poses a critical challenge to the integrity of online information. This research addresses this
issue by employing a multi-pronged approach, utilizing logistic regression, decision tree, gradient

boosting, LSTM, and BERT models, to discern the veracity of news content. Leveraging a
comprehensive dataset sourced from Kaggle, encompassing diverse news articles prevalent on different
news papers websites, we train and evaluate these models for their efficacy in distinguishing between
genuine and fabricated information. Through NLP, it extracts various linguistic features, including
textual patterns, sentiment analysis to build a comprehensive understanding of the content. This
research not only contributes to advancing the field of fake news detection but also underscores the
necessity for a multifaceted approach in combating misinformation on popular online platforms.

Keywords: Fake news detection - natural language processing - machine learning - BERT

INTRODUCTION

In an era characterized by the rapid dissemination of information through digital platforms, the proliferation of fake
news has emerged as a critical societal concern. Fake news, often defined as intentionally false or misleading
information presented as genuine news, has the potential to misinform, deceive, and manipulate public opinion. Its
impact extends across various domains, including politics, health, finance, and beyond. As the volume of online
content continues to surge, distinguishing between reliable information and deceptive narratives has become an
increasingly challenging endeavor. The phenomenon of fake news is not merely confined to the realm of social
media or fringe websites; it has penetrated mainstream news cycles, amplifying its potential to influence public
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discourse. Its prevalence has raised pressing questions about the ethics of information dissemination, the role of
technology platforms, and the responsibilities of both content creators and consumers. This review paper seeks to
comprehensively examine the landscape of fake news, encompassing its origins, dissemination mechanisms,
psychological and societal impact, as well as the diverse array of methods and technologies developed to combat its
spread. By synthesizing and critically analyzing the existing body of literature, this paper aims to provide a
comprehensive overview of the multidimensional challenges posed by fake news, while also highlighting the
innovative approaches that have been employed in its detection, mitigation, and prevention.

RELATED WORK

The research in fake news detection has seen intense activity in recent years, with a primary focus on analyzing the
dissemination of hoaxes through social media channels. Researchers have explored the integration of convolutional
neural networks and linguistically-infused neural networks, leveraging techniques like Long-Short-Term-Memory
(LSTM) and incorporating pre-trained vectors. The complexity of the modelis not the sole solution; instead, the right
choice of parameters and data proves essential. Despite the progress, the challenges persist due to the diverse
variables associated with news statements, including sarcasm, abbreviation, metaphors, etc.One study proposed a
method involving recurrent neural networks for stance detection of fake news. This approach captures temporal
patterns of user activity, extracts source characteristics, and integrates them to form a classification model. It's
worth noting that even simpler network models have demonstrated superior performance, highlighting the
importance of parameterselection and data quality. Addressing the fake news problem requires aggressive efforts,
given its alarming growth rate. The availability of reliableand extensive datasets is crucial for further progress in
this area. In summary, the research landscape in fake news detection is diverse and evolving, encompassing
various methodologies from classical machine learning to deep neural network approaches. There is still significant
room for development, especially in tackling the intricate nature of news statements.

DATA

The dataset used in this research paper is sourced from Kaggle and is titled "Fake and Real News Dataset". It is
curated by Clément Bisaillon and contains a collection of news articles, categorized into two distinct groups: genuine
("real") news articles and fabricated ("fake") news articles.

Composition The dataset is structured with two main components:

Real News This category comprises news articles from reputable and established news sources, recognized for their
credibility and journalistic integrity.

Fake News This category encompasses news articles that have been intentionally created to mislead or deceive
readers, often originating from less reputable or unverified sources.

Size The dataset includes a substantial number of articles, providing a diverse and comprehensive corpus for
analysis. The specific number of articles in each category can be found in the dataset description on Kaggle.
Attributes Each news article in the dataset is typically represented by several key attributes, including but not
limited to:Title The headline or title of the news article.

Text The body of the news article containing the main content.

Subject The general category or topic to which the news article pertains (e.g., politics, world news, etc.).

DATA PREPROCESSING TECHNIQUES
Involves cleaning, transforming, and organizing the raw data to make it suitable for training and evaluating the
machinelearning algorithms. The main tasks involved in data preprocessing for fake news detection include:

Text Cleaning

Text cleaning involves removing any extraneous characters, symbols, or elements from the text that do not
contribute tothe meaning. This may include HTML tags, special characters, or any other noise in the data.

Example Removing HTML tags like <p> or &amp;.
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Lowercasing

Lowercasing entails converting all the text to lowercase. This is important as it standardizes the text and ensures
thatwords are treated consistently regardless of their capitalization.

Example Converting "Hello World" to "hello world".

Tokenization

Tokenization involves splitting the text into smaller units, usually words or phrases (tokens). These tokens serve as
thebuilding blocks for further analysis.

Example Splitting the sentence "Natural Language Processing is amazing!" into tokens: ["Natural", "Language",

"Processing","is", "amazing", "I"].

Stop-word Removal
Stop words are common words (e.g., "the
significantmeaning. Removing them helps reduce noise and focus on more meaningful content.

"

, "and", "is") that occur frequently in a language and do not carry

Example Removing words like "the", "is", and "and" from a sentence.

Lemmatization / Stemming

Both lemmatization and stemming are techniques used to reduce words to their base or root form. This helps in
reducingthe dimensionality of the data and capturing the core meaning of a word.

Example

Stemming Reducing words like "running”, "ran", and "runs" to their common root "run".

Lemmatization Reducing words like "better"”, "best", and "good" to their base form "good".

FEATURE EXTRACTION

Involves converting raw text data into a set of numerical features that machine learning algorithms can process.
Effectivefeature extraction is essential for capturing the relevant information from the text and representing it in a
way that facilitates the detection of fake news.

Word Embedding

Word embedding is a technique that represents words as vectors in a continuous vector space. Each word is
mapped to a high-dimensional vector where semantically similar words are located closer to each other in the
space. This captures semantic relationships between words and is widely used in tasks like sentiment analysis,
language translation, and more.

Example: In a word embedding space, words like "king" and "queen" might be closer to each other because of their
semantic similarity.

TE-IDF Vectorization

TF-IDF (Term Frequency-Inverse Document Frequency) is a statistical measure used to evaluate the importance of a
word within a collection of documents. It calculates a weight for each word based on how frequently it occurs in a
document relative to its frequency in the entire corpus. This helps in identifying words that are distinctive to a
specific document.

Example: In a collection of articles about cats, the term "cat" would have a high TF-IDF score because it's likely to
appear frequently in each document.

Count Vectorization

Count vectorization, also known as Bag-of-Words (BoW), is a simple technique that converts text data into
numerical vectors. It creates a vocabulary of unique words in the corpus and counts the frequency of each word in a
given document. Each document is then represented as a vector with the count of each word from the vocabulary
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Example Consider the sentences "I love cats" and "I love dogs". In count vectorization, the vectors for these
sentences might be [1, 1, 0, 0] and [1, 0, 1, O] respectively, where the positions correspond to the words ['I", "love",
"cats", "dogs"]. These feature extraction techniques are fundamental in converting textual data into a format that
machine learning models can understand. They capture different aspects of the text, whether it's semantic
relationships (word embedding), importance within a document (TF-IDF), or basic word frequency (count
vectorization). The choice of technique often depends on the specific taskand the nature of the text data being
analyzed.

MODEL DESCRIPTION

LSTM

This architecture is based on LSTM cells which are a type of recurrent neurons that have probed to give very
interestingresults in problems related to sequence modeling as they have the capability to “remember” information
from the past. The LSTM units are composed of several gates in charge of maintaining a hidden cell state
which allows them tomitigate the vanishing gradient problem and, therefore, gives them the ability to remember
more distant information in the past than vanilla recurrent units. This feature it's important in the context of NLP
since the words from the past often influence the current ones. More exactly, the architecture uses bidirectional
LSTM layers, in which the sequence (ie. the text) is fed forwards and backwards. This decision is based on the
intuition that in language, future words modify the meaning of the ones in the present. For example, polysemous
words such as bank, mouse or book show that its context is needed in order to model their meaning. Later in the
network, these representations are merged and classified in one of the two possible categories(true or fake).

BERT
In recent years, a huge number of improvements have been made in the field of NLP thanks to deep learning. Most
of therecent ones are based on a special type or architecture known as “transformer”.

Transformers

It's main goal is, given an input sequence, to transform it into another. The architecture uses “attention
mechanisms”, which are responsible of determining the most relevant parts of the input sequence. This way, better
language representations are created because longer relationships in the sequence can be captured, usually further
longer than with LSTM neurons despite of being more computationally efficient as the operations applied to the
input the are simpler. A transformer is based on the idea of having two pieces: an encoder and a decoder. The
encoder creates a representation of a given input in a different dimensional space and then, the decoder takes that
representation and generates other sequence. This strategy is called “encoder-decoder” and is widely used in tasks
like text summarization or machine translation. A diagram of the transformer architecture is shown in the
figure 2, where the left part corresponds to theencoder block and the right one to the decoder. Each transformer
block uses a “self-attention” system which is in charged of choosing the most relevant parts of the input sequence.
This system works by operating three matrices: Q, K and V (Query, Key and Value, respectively), which represent
an abstraction to calculate the attention matrix, Z (equation 1). These three matrices are learnt through in the
training phase of the network After obtaining those matrices the Z matrix can be calculated as shown in equation 1,
where dk is the chosen dimension of each key vector (i.e the number of columns in K). Inthe original work, this
value corresponds to dk = 64.

78

Z = softmax( V) [2]

dy.
Also, in the figure 2, several “Multi-Head Attention” blocks can be seen. These simply repeat the attention
operationexplained above n times, obtaining n attention matrices, which are concatenated and multiplied by other
matrix, WO, in order to obtain an output that is fed to the normalization block (“Add & Norm”, en the figure).
Besides theMulti-Headed system, the researchers also proposed the use of skip-connections, in such a way an
identity signalcould be transmited to deeper layers, improving the learning process.
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BERT Based

BERT is a language model created by researchers at Google which is based on transformers. Roughly, it iscomposed
of several stacked transformer encoder blocks. The strategy to follow with BERT falls under transfer learning. BERT
is provided already pretrained on a large text corpora (books, Wikipedia, etc.) with the aim that the final user
performs a fine-tunning phase to adapt the model tohis specific problem. Google provides several pretrained
models. In their work they present variants of the architecture: “BASE” and “LARGE” which differ in their size since
the first one uses 12 blocks and the second 24 blocks. Due to computational power constraints, in the current work
the “BASE” version has been used. This is also the approach followed in the original publication. The adaptation
included in this work consists on adding an extra layer to the model provided by Google.This layer is a fully
connected layer with sigmoid as activation function plus a softmax function on top to allow the interpretation of the
result as a probability. For simplicity in the implementation and the possible future in which the model is required to
classify articles ina broader set of categories, the number of neurons in this last layer can be changed as a function of
the number of classes in the classification problem. For this binary classification problem (true/false) the number of
output neurons is two. BERT input data format is different from the ones used for the other two architectures since it
is based only on text strings. The word tokenization and separation processes are already included in the input data
function for this model. The word tokenization follows a strategy called WordPiece. This considers the words as
combinations of some more basic tokens joined together. For example, doing would be formed by joining do anding.
By separating the tokens like that, the available lexicon is largely increased, minimizing the potential number of
OOV errors (Out Of Vocabulary). As BERT admits only one input vector, the title and the article body were
concatenated before feeding in to the model.

Supervised Machine learning algorithms: Decision tree, Random Forest, Gradient Boosting, Logistic Regression
Decision Tree
A Decision Tree is a flowchart-like structure where each internal node represents a feature (or attribute), each
branch represents a decision rule, and each leaf node represents an outcome. It's a popular algorithm for
classification tasks. The tree is constructed by recursively partitioning the data based on the values of features,
aiming to minimize impurity or maximize information gain at each step
Strengths

1. Easy to interpret and visualize.
Can handle both numerical and categorical data.
Requires relatively little data preprocessing. Weaknesses:
Tends to overfit with complex trees, which may lead to poor generalization.
Sensitive to small changes in the data.
Limited ability to capture complex relationships.

AN

Random Forest
Random Forest is an ensemble learning method that combines multiple decision trees to improve predictive
performance and reduce overfitting. It builds multiple decision trees using bootstrapped samples of the data and
random subsets of features for each tree. The final prediction is determined by aggregating the outputs of all
individual trees.
Strengths
1. Reduces overfitting and improves generalization.
Handles large datasets with high dimensionality well.
Provides feature importance rankings. Weaknesses:
May be computationally expensive, especially with large number of trees.
Can be challenging to interpret compared to a single decision tree.

SO SIS

Gradient Boosting
Gradient Boosting is an ensemble learning technique that builds a series of weak learners (usually decision trees)
sequentially, with each one correcting the errors of the previous one. It minimizes a loss function, typically using
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gradient descent, to iteratively improve predictions. Common implementations include XGBoost, LightGBM, and
AdaBoost.
Strengths
1. Often provides state-of-the-art performance on a wide range of problems.
2. Handles mixed data types and missing values naturally.
3. Robust to outliers and noisy data.
Weaknesses
1. Can be sensitive to hyperparameters and require tuning.
2. May be prone to overfitting, particularly with deep trees.

Logistic Regression
Despite its name, Logistic Regression is a classification algorithm used for binary and multi-class classification
problems. It models the probability of a sample belonging to a particular class using the logistic function. It
estimates coefficients for each feature to make predictions.
Strengths
1. Simple and computationally efficient.
Provides probabilities for classification.
Easy to interpret and explain. Weaknesses:
Assumes a linear relationship between features and the log-odds of the response variable.
May not perform well with highly non-linear relationships.

AR

COMPARISON USING ACCURACY
PROBLEMS
1. While using LSTM we get low accuracy and over fitting problem
2. In other supervised learning model we face problem related to features
So, we use BERT model for our system because it gives good accuracy and work fine

GUI
RESULT
Using BERT

CONCLUSION

In conclusion, the pervasive influence of fake news in today's information landscape demands a concerted and
multidisciplinary response. This review has delved into the multifaceted nature of fake news, exploring its origins,
dissemination mechanisms, and far-reaching societal implications. The prevalence of deceptive narratives, often
masquerading as legitimate news, poses a significant challenge to the integrity of information consumption and
public discourse. As discussed, a wide array of approaches has been developed to combat the spread of fake news,
ranging from traditional fact-checking to cutting-edge machine learning algorithms. These efforts underscore the
urgency with which stakeholders across academia, industry, and government are addressing this pressing issue.
While significant strides have been made, it is evident that the battle against fake news is an ongoing one, requiring
continuous adaptation and innovation. The development of robust datasets, the refinement of detection techniques,
and the cultivation of media literacy are integral components of a comprehensive strategy. Moreover, collaboration
between technology platforms, media organizations, and researchers is crucial in fortifying the defenses against
misinformation. Ethical considerations, such as preserving free speech while curbing the spread of false
information, must remain at the forefront of these efforts. In conclusion, the fight against fake news is a collective
endeavor that demands the concerted efforts of researchers, policymakers, and the wider public. By fostering a
culture of critical thinking, leveraging advanced technologies, and upholding the principles of journalistic integrity,
we can work towards a more informed and resilient society.
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ABSTRACT

Facial emotion recognition (FER) is a crucial topic in the fields of computer vision, artificial intelligence,

robotics, and automation, owing to its significant potential in the professional and industrial domain.
Although FER can be conducted using multiple sensors and methods, this paper focuses on using facial
images and gathering visual data of expressions. We know that while comprehending a person’s
emotions during interaction, facial expressions come to the most usage and it is like looking into
someone’s brain via their expressions. In this paper, it is going to use the deep-learning approach using
Convolutional Neural Networks, to evaluate a person’s emotion by acquiring their spatial facial features
in real time. The framework that going to use is the latest method in use. Here exploit GPU computation
and capture the pixel data through video streaming of our webcam. Next exploit Keras and Tensorflow
to train our model.

Keywords: CNN, FER, Sequential model. Keras, Tensorflow, GPU, overfitting, HAARCascade

INTRODUCTION

In the 21 century era, when science and technology have made great leaps, we cannot find a problem to which a
solution cannot be found. The field of medicine, telecommunication, manufacturing, retail, transportation, consumer
products, science of electronics and computing tends to find a solution to the toughest problems prevailing. With the
advent of robotics and automation, the interaction of humans with machines has also increased, and it has gotten
simpler to have a human connection with the technology. In this kind of phase, we see the urgency of various
humane-prone aspects such as face recognition, speech recognition, human-figure recognition, gesture recognition,
etc. Applications are multifarious; Human figure recognition helps in security and surveillance to prevent crimes,
face recognition helps in various photographic and image manipulation and speech recognition also helps in various
automation issues. Now we have leaped one step forward into the emotional aspect of technology, e.g. robotics. So
capturing human emotions from various sources can help improve multiple aspects of technology such as diagnosis,
consumer satisfaction, digital marketing, driver safety, etc., and hence emotion recognition has multiple applications.

70063




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
A B Bambhaniya et al.,

Here, bring a method to facial emotion recognition, FER, using Convolutional Neural Networks, which is a deep
learning method to gauge the machine's learning capabilities. Patient response, student concentration during
learning, and Human-Robot Interaction (HCI) face challenges in recognizing facial expressions due to laceration,
interpersonal disparity, and aging. Comprehensive analysis of facial expression recognition systems is lacking,
highlighting pros and cons. The paper aims to use 3 layered Convolutional Neural Networks with the help of Python
and OpenCV to implement software that can detect emotions from the faces. The prime emotions are happy, sad,
surprised, angry, fearful, neutral, and disgust. Facial emotion recognition opens a whole new plethora of
applications in itself. We will take input of the face from the regular webcam of our P.C. and output the emotions.

LITERATURE SURVEY

Vasavi Gajarla and Aditi Gupta used various classification methods, including SVM and pre-trained models, to
detect and analyze emotions in Flickr data [1]. Nithya Roopa attempts to transfer learning. Transfer learning uses
knowledge obtained from one problem to solve another problem. They took the weights from the larger dataset,
Kaggles here and implemented them on smaller ones, KDEF here. Using the Kaggle and Karolinska Directed
Emotional Faces datasets, Inception Net is used for emotion identification, while the Fast Fourier Transform is
employed for spectrogram charting. The final accuracy of this expression recognition model using the Inception Net
v3 Model is 35 %(~). The challenge they faced was an image classification [2]. In the paper ‘Facial Expression
Recognition’, Yingli Tian et al. used AFEA systems. They have studied various discrepancies that could arise during
image classification. Some problems are multiple dimensions like level of description, individual differences in
subjects, transition among expressions, intensity, deliberate vs spontaneous expressions, and multi-modal expression
analysis. They have utilized head-pose estimation for when the head is out of a plane. The 3D tracking, and image-
based methods are deployed [3]. Robert Jenke et al. conducted a study on feature extraction methods for emotion
recognition via EEG, comparing their performance using machine learning techniques.

They found that multivariate methods performed slightly better than univariate methods, offering advantages over
traditional spectral power bands [4]. Ayong-Hwan Lee in his research paper “Detection and Recognition of Facial
Emotion using Bezier Curves”, suggests an approach in which, the study uses Bzier curves to extract facial features
and uses color segmentation based on fuzzy classification for face detection, addressing color ambiguity. The results
of experiments demonstrate that the technique can clearly classify skin regions and the non-skin region. For deciding
if the skin region is the face or not, the largest connectivity analysis has been used. The system recognizes facial
expression types, changes, and intensity, and is implemented by issuing facial expression commands to a
manipulator robot for human interaction. Researchers are developing automatic expression classifiers to classify
faces into emotions like happiness, sadness, and anger, and recognize individual muscle movements. The Facial
Action Coding System (FACS) is the best psychological framework for describing facial movements, using Action
Units (AU) to classify human facial movements. Other techniques used are Bayesian Networks, Neutral Networks,
and Multilevel Hidden Markov Model. Out of them, some stay back on the recognition rate and timing. Usually, two
or more techniques are used. The success usually depends on the preprocessing because of the initial illumination
and various factors.

Proposed system

In this system, real-time emotion detection will be done. The video will be livestreamed through the webcam. With
each frame, the image of the face will be extracted using HAAR cascading and template matching will be done, via
which the code will decide the emotion of the image. The images will be first converted into grayscale images and
the image of the face will be extracted by cropping away the background. In the system, we use the machine learning
approach and train our dataset of the images downloaded from Kaggle’s ‘Challenges in Representation Learning;:
Facial Expression Recognition Challenge” [9]. This dataset contains 48*48 greyscale images which are already labeled,
and are centered. Hence the dataset is clean. The images are categorized into six types: angry, disgusted, fearul,
happy, sad, surprised, and neutral. Train.csv has 3 columns which are ‘emotion’ (datatype: int64), ‘pixels’ (datatype:
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object), and ‘usage’ (datatype: object) Emotion column is numbered from 0 to 6 and ascribes the emotion to the
picture. The pixel column has a string that contains space-separated pixel values for each image in the row-major
form. The usage column contains the labels for images. It is divided into ‘training’ and ‘testing’. The test.csv file
contains only the pixel column, which is to be used for training purposes. The training set has 28,709 images. The
dependencies are pandas, NumPy, OpenCV, TensorFlow, and Keras. We normalize the dataset and train it through
the convolutional layers of CNN. Here developed CNN with 3 layers. The whole method is divided into three steps.
Step 1 deals with image acquisition using OpenCV frame by frame. Step 2 deals with face recognition using HAAR
Cascade and Step 3 deals with predicting the emotion.

METHODS

Step 1: Image acquisition

Facial recognition systems use digital scanning, electro-optical cameras, or video to acquire images. The recognition
rate is low when images have different poses, expressions, and illuminations, and decreases with a pose angle larger
than 30 degrees [1].

Step 2: Face recognition

Viola and Jones' algorithm uses Haar-like features, generating over 180000 features for a 24x24 pixel window, even
for small images. The Haarcascade_frontalface.xml file is used to detect faces. A rectangular box is put in after
cropping the region of interest and then labeled as whatever emotion is predicted using an array. The image
acquired by the web camera is converted into pixels 48 * 48 to be compatible with the trained images [2].

HAAR Cascade

A machine learning approach for face detection uses a cascade function trained from positive and negative images.
The algorithm extracts features from these images, using Haar features. The computation for each feature calculation
is time-consuming, but the introduction of integral images simplifies the process. This makes it faster to calculate the
sum of pixels under white and black rectangles. The image shows two feature that are irrelevant, such as the region
of the eyes being darker than the nose and cheeks. To select the best features from 160000+, Adaboost and Cascade
Classifiers are used. Adaboost groups features into different stages of classifiers, applying one-by-one. If a window
fails the first stage, it is discarded, and the window that passes all stages is considered a face region.

Step 3: Training and Emotion detection

Using a sequential model, we add 3 convolutional layers Conv2D with an activation function relu for the non-
linearity. Kernel size is specified to (3,3). And then Max Pooling layer with pool size (2,2), and strides (2,2), are given.
Drop out of probability 0.5 is introduced to prevent overfitting. In the third convolutional layer block, a flatten layer
is introduced. In the end, a fully connected Dense layer with activation. Relu and dropout 0.2 is introduced. The
softmax function is utilized to convert a network's non-normalized output into a probability distribution over
predicted output classes. Loss is calculated using Categorical Cross entropy. And “Adam’ optimizer is used. Then the
model is trained and the weights are saved for further usage. First of all the dataset is split into two parts one for
training and another for testing. Then the images are normalized by subtracting the mean from them and dividing by
their standard deviation. Then they are passed through layers and finally plotted. Loss and accuracy are plotted on
the graph using matplotlib library. The parameters observed are as follows:

Convolutional Neural Networks

A Convolutional Neural Network (CNN) is a Deep Learning algorithm that can differentiate between different
aspects of an input image using learnable weights and biases. It requires less pre-processing than other classification
algorithms and can learn filters with enough training. The architecture of a ConvNet is inspired by the connectivity
pattern of neurons in the human brain and the organization of the Visual Cortex. Individual neurons respond to
stimuli in a restricted region of the visual field, overlapping to cover the entire visual area.
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RESULTS

The result was that after training for up to 70 epochs, we got less than 70% accuracy. The model fumbles between
surprise and fear. It doesn’t detect disgust at all. Mostly the wrongly detected emotion is neutral which is in all of the
cases, except happy. The label fluctuates, which means it isn’t stable on one string value.

FUTURE SCOPE

Talking about the development in Facial emotion recognition, the scope is unbound. While, the development of the
proposed method has a number of possibilities too! Inclusion of tough testing, variety of data set to feed, using of
app to collect dataset from crowdsourcing, are some. Accuracy has scope for improvement too. Correct Recognition
Rate has the scope for improvement with higher computation and more training. The paper stands as a precursor to
many Government and enterprise applications and has expandable utilities. The automatic facial expression
recognition system has numerous applications, including understanding human behavior, detecting mental
disorders, and creating synthetic human expressions. As an application for blinds, with a speak-back, for them to
know the emotions of the person they are interacting with. In security systems during personal investigations and lie
detection, in the health sector, it can be useful for doctors to observe symptoms, and the assistive robot nurses or
even apps and in photography, to click the image only when the person laughs, or doesn’t blink his eye are some
wide applications of this area.

CONCLUSION

Here developed a Convolutional Neural Network for recognizing emotions from live video frames. The face was
detected by the HAAR Cascade Classifier. Here evaluated their performances using post-processing techniques and
found that accuracy doesn’t increase more than 60-70% even despite the increasing epoch size. This shows that our
model might be overfitting. Although the results are good under normal conditions with illumination and pose
defects setting the inadequacies.
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ABSTRACT

In present study, eight native bacterial strains were isolated from Dwarka Coastal region, Gujarat. Among
all, halotolerant isolate NC1 screened as potential surfactant producer. When provided with diesel oil as
the sole carbon source, NC1 generated around 2.015 g L of biosurfactant and also emulsifying diesel oil
effectively (up to 50%). Characterization identified the biosurfactant as a lipopeptide. NC1 demonstrated

strong diesel oil degradation, breaking down 85% of the hydrocarbon, and genetic analysis confirmed its
identity as Pseudomonas stutzeri. These findings suggest isolate NC1 as a potential candidate for
remediating diesel oil in petroleum-contaminated environments.

Keywords: Surface active molecule, Diesel oil, Biodegradation, lipopeptide, Pseudomonas stutzeri

INTRODUCTION

The rise of industrialization has led to a growing environmental concern known as petroleum hydrocarbon
contamination (PHC), typically arising from underground storage tank leaks, mismanaged landfills, improper
storage, or accidental spills [1]. Major oil spills, like the 2019 Brazil and 2010 Deepwater Horizon disasters, wreak
havoc on the environment and marine life. The Brazilian spill, affecting 3,000 kilometers of coastline, imperiled 27
species and had severe economic consequences. In the Gulf of Mexico, the Deepwater Horizon event claimed lives,
killed tens of thousands of animals, and severely damaged marine ecosystems. These tragic incidents highlight the
crucial need for effective prevention and remediation strategies to mitigate oil spill devastation [2]. Consequently,
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biological remediation methods are gaining prominence over physical and chemical approaches due to their greater
efficiency, cost-effectiveness, and environmentally friendly nature [3,4]. Biological detoxification techniques harness
living organisms, particularly microbes, to convert petroleum hydrocarbons into environmentally harmless
substances such as CO2, CH4, H20, and biomass [5,6]. However, the bioavailability of petroleum hydrophobic
organics (PHOS) to these microorganisms can be limited. To overcome this, the addition of surfactants above their
CMC (critical micelle concentration) values reduces surface tension, enhances PHOS solubility and bioavailability,
thus promoting biodegradation [7]. Aneurinifactin, a novel lipopeptide biosurfactant, was identified in a remediation
study as derived from the marine bacteria Aneurinibacillus aneurinilyticus strain SBP-11. This strain demonstrated
stable emulsification throughout a broad pH range of 2-9 and temperatures as high as 80 C [8]. In order to treat the
diesel-contaminated water and soil, Whang et al.,2008 used biosurfactants, rhamnolipid, and surfactin [9]. Numerous
studies have reported biosurfactant production from diverse marine organisms. Given the vast and largely
unexplored marine biosphere, the search for highly efficient biosurfactant-producing marine microorganisms could
accelerate the adoption of eco-friendly surface-active agents, potentially reducing the need for chemical
surfactants [10,11]. To cope with the crude oil, another study team used the biosurfactant-producing
bacterium Pseudozyma sp. NII 08165 [12].

Surfactants, whether synthetic or biological, belong to amphiphilic chemicals and play a crucial role in
reducing surface and interfacial tensions by bringing together immiscible fluids [11]. These surfactants
enhance the surface area of hydrophobic pollutants in soil or water, thereby increasing aqueous solubility
and accelerating microbial decomposition [13]. Unlike chemical surfactants, which can lead to secondary
pollution due to residue and instability under varying conditions, biosurfactants are preferred for their
biodegradability, environmental friendliness, increased foaming capacity, lower toxicity, and greater
stability in adverse environments. Biosurfactants like lichenysins, rhamnolipids, and surfactin, produced
by Bacillus and Pseudomonas species, have demonstrated their effectiveness in o0il contamination
remediation. Notably, marine microorganisms are particularly promising biosurfactant producers due to
their remarkable metabolic and physiological adaptability, which is often rare in terrestrial
microorganisms. These marine microbes can thrive in harsh marine conditions characterized by high salt
concentrations, extreme pressure, and temperature fluctuations. Furthermore, their ability to thrive in
oligotrophic environments means they require minimal nutrients for growth. This unique combination of
traits positions them as valuable assets for addressing oil contamination issues in marine ecosystems
[14].Looking at the above facts, the present study was aimed to determine the biosurfactant production
potential of halotolerant isolate and diesel oil- degrading efficiency have been studied.

MATERIAL AND METHODS

Water samples were obtained from coastal region of Dwarka situated at coordinates 22.23°N, 68.96°E. These samples
were collected and preserved in sterile wide-necked bottles at 4°C for subsequent analysis. Additionally, used diesel
oil, a key component of the study, was sourced from a garage and vehicle service center in Anand, Gujarat.

Enrichment and Isolation

Sample was serially diluted up to 10* and was spread on Zobell marine agar (ZMA) with different salt concentration
(Himedia, India). A 10% v/v bacterial culture of 1.0 OD (600 nm) was inoculated [11] 100 mL of sterilized Bushnell
Haas Medium (BHM) containing 1% diesel oil (v/v) in a 250 mL conical flask. The culture was then incubated for 7
days at 35°C and 180 rpm. The BHM formula was prepared following literature guidelines and diesel oil was
filtered through a 0.22 mm Millipore membrane before sterilization at 121°C for 20 minutes [9]. Strains displaying
diverse morphologies and biosurfactant production were selected and preserved in 60% glycerol at -80°C for future
use.
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Primary screening of biosurfactant

Drop collapse method (DCM). Cell-free supernatant (CFS) was obtained by centrifuging the culture broth at 8000 rpm
for 20 minutes and then filtering it through a 0.22 mm Millipore membrane filter. flat-shaped droplets on the surface
indicate favorable results, while spherical droplets signify adverse effects [15]. Oil-spreading method (OSM). The oil-
spreading test, involved placing 10ul of diesel oil over 20 mL of distilled water in a 150 mm diameter Petri dish to
form a thin oil layer. After gently adding 10ul of CES at the center of the oil surface, the diameter of the oil- spreading
area was measured [15].

Secondary screening of biosurfactant

Cetyl trimethyl ammonium bromide (CTAB) agar test. In the CTAB agar test, a 50 mm diameter section of the
CTAB-methylene agar plate was utilized, and 20 mL of CFS was applied to the pre- cut circles. The successful
production of biosurfactants was confirmed by the appearance of dark blue halo zones on the plate following
incubation at 35°C [15]. Hemolytic assay (HA). The culture broth was streaked on a blood agar plate and incubated
for 36 hours at 35°C. The presence of yellow translucent zones surrounding colonies indicated hemolysis, while
unchanged plate color signified the absence of hemolysis [15]. Emulsification activity. To assess the emulsifying
activity of the biosurfactant, the emulsification index (E24) was employed. In a 15 mL test tube, two milliliters of
CFS and diesel oil were vigorously vortexed for five minutes. The test tube was then left undisturbed at room
temperature for 24 hours. According to Zhang et al., 2018, the E24 can be calculated as follows:[16]

E24 = (Height of the emulsification layer/total height of mixture) x 100

Molecular identification

At the National Centre for Microbial Resource (NCMR), National Centre for Cell Science, Pune, genomic DNA
extraction from the isolates was performed using the standard phenol/chloroform extraction method. Subsequently,
the 165 rRNA gene was amplified via PCR using universal primers 16F27 and 16R1492. The 16S rRNA gene PCR
product was purified through PEG NaCl precipitation and sequenced using an ABI® 3730XL automated DNA
sequencer from Applied Biosystems, Inc. Sequences were analyzed using the NCBI website's Blast function to
identify the most closely related strains. Multiple sequence alignment was performed with CLUSTAL W, and a
phylogenetic tree was constructed using the neighbor-joining method, facilitated by MEGA version 11.0 software
[17].

Biosurfactant production kinetics

The biosurfactant production kinetics of isolate NC1 were determined by monitoring biosurfactant yield,
emulsification, and surface activity at various time intervals. Initially, the strain NC1, stored at ultra-low
temperature, was activated and cultured in ZMB medium with 5% of NaCl for 12 hours at 37°C and 180 rpm. The
bacterial culture was centrifuged, and the supernatant discarded. A suspension was prepared using sterile deionized
water, and this suspension was inoculated into a Bushnell Hass (BH) medium with 1% (w/v) diesel oil as the carbon
source. The BH medium composition and pH were specified. Biosurfactant production yield was measured, and
crude biosurfactant was dried and weighed gravimetrically. Oil-spreading diameter and E24 were also determined
as described [18,19].

Extraction of the biosurfactant

Isolate NC1 produced biosurfactant during a 96- hour aerobic fermentation at 35°C and 180 rpm. The culture
supernatant (CFS) was acidified by reducing the pH to 2 with 6 N HCl and left at 4°C overnight. Subsequently, the
CFS was centrifuged at 8000 rpm for 20 minutes to obtain the precipitate, known as crude biosurfactant. The
biosurfactant was collected, dissolved in distilled water, and then dried using lyophilization [20].

Characterization of the biosurfactant
Ninhydrin Test: In this test, 5 drops of ninhydrin solution were added to 5 ml of the culture's supernatant. The
mixture was boiled for 5 minutes, and color changes were observed [18].
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Heavy Metal Precipitation Test: A heavy metal protein precipitation method was used to detect proteins in
biosurfactants. The appearance of a blue precipitate upon adding 10% copper sulfate to the supernatant confirmed
the presence of biosurfactant [18]. Anthrone Test: The anthrone test was used to detect the carbohydrate moiety in
the biosurfactant by mixing equal amounts of anthrone reagent and the supernatant and observing any color change
[18]. Saponification Test: In the saponification test, 5 ml of the supernatant was mixed with 2 ml of 2% NaOH, and
the mixture was vigorously mixed and observed for any changes [18].

Thin-layer chromatography (TLC) and FTIR

The study utilized TLC (thin-layer chromatography) on silica gel plates to confirm the composition of the
biosurfactant. The biosurfactant, dissolved in methanol, was applied to the plate, and the TLC solvent was composed
of chloroform, methanol, and acetic acid (65:15:2, v/v/v). Detection methods included exposure to a 1% ninhydrin
reagent, a reagent containing acetic acid, sulfuric acid, and p-anisaldehyde, as well as exposure to iodine vapor.
Additionally, Fourier transform infrared spectroscopy (FTIR) was employed to analyze the biosurfactant using
the KBr pellet method, pressing a pellet with 2 mg of lyophilized biosurfactant and 100 mg of KBr. Spectra were
examined in the 400 to 4000 cm™ wavelength range using a Bruker Vertex 70 FTIR spectrophotometer and the OPUS
3.1 program [19].

Diesel oil degradation

The biodegradation rate of diesel oil was assessed using a gravimetric method. Activated bacteria (OD600 1.0) were
introduced into 100 mL of BH medium containing 1% (v/v) diesel oil in a 250 mL flask. Degradation took place over
two weeks at 37°C and 180 rpm. Double extraction ensured complete recovery of diesel oil, which was then
treated with sodium sulfate, evaporated to dryness, and the degradation percentage calculated as described [19].

Gas Chromatography (GC) analysis

Isolate NC1 was employed to decompose diesel oil as control and extracted residual diesel oil. The analysis was
conducted using a SCION-456 gas chromatography system, which is employed for the degradation study. Nitrogen
served as the carrier gas, and specific parameters were set for the injector and detector. An automatic sampler was
employed for this analysis. one microliter of diesel oil that had been dissolved in n-hexane. The column temperature
programme was maintained at 35 °C GC Analysis [19]. Statistical Analysis: Results were presented as mean standard
error (SE), with three repetitions of experiments, and statistical analysis was performed by SICART (Vallabh
Vidyanagar, Anand). Graphs were created using Origin 8.0.

RESULTS AND DISCUSSIONS

Isolation and screening of biosurfactant- producing bacteria

Identification of Biosurfactant Producers: Eight bacterial strains (NC1 to NC8) were isolated from Dwarka coatal
region, and primary and secondary tests, such as the drop collapse technique (DCM) and oil-spreading were
employed to identify biosurfactant producers. Four strains (NC1, NC4, NC5, and NC7) exhibited positive results in
the preliminary biosurfactant production screening (Table 1). In which isolate NC1 found as gram negative rod
shaped halotolerant bacteria which was survived the salt up to 0% to 5% (fig 1A) , showed oil displacement 7.3 +
0.2cm of the diameter (Fig.1B) and drop collapse test was also found positive (Table 1) From above results isolate
NC1 selected for further screening , the CTAB agar test was used to detect anionic surfactants where NC1 strains
tested negative, while the hemolytic assay demonstrated a noticeable hemolytic effect in cultured NC1 strains. (Table
2). On a blood agar plate, broth was distributed (Fig. 1D). The hemolysis of biosurfactants may be caused by the
formation of mixed micelles between biosurfactant molecules and the phospholipid bilayers on cell membranes, which
causes the rupture of cell membranes [21]. Therefore, the surface activity of biosurfactants is higher when the hemolysis
is stronger. The performance of biosurfactants depends on their emulsifying activity. E24 is a parameter used to gauge
emulsifying power (Table 2). Among the four strains, NC1 has the highest E24, which can reach up to 50% (Fig 1C) The
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strain NC1 is the most effective isolated strain producing biosurfactants, according above results and selected for
further study.

Molecular identification

Analysis using the Genbank BLAST program showed that isolate NC1 displayed 100% similarity to Pseudomonas
stuzeri, and identified as Pseudomonas stuzeri NC1. A phylogenetic tree was constructed using MEGA version 11.0
based on the 16S rRNA sequence of strain NC1 (Fig 2). The 165 rDNA sequence of isolate NC1 was deposited to
Genbank database and accession number OR608228 was received.

Biosurfactant production kinetics

In an aerobic environment using a BH and diesel oil mixture, Pseudomonas stutzeri NC1 exhibited rapid growth, an
expanding oil-spreading layer, and the production of 2.015 g/L of biosurfactants (Fig. 3). Biosurfactants can be
produced using various water- soluble and hydrophobic carbon sources as substrates [22,23]. The bacterial strains B.
subtilis and P. aeruginosa may break down the aromatic and aliphatic hydrocarbons found in crude oil by producing
biosurfactants when they use crude oil as their only carbon source [24].

Preliminary identification of biosurfactant chemical structure

Biochemical tests were performed to analyze the biosurfactant's composition. The Ninhydrin test indicated the
presence of proteins and amino acids by forming the Ruhemann's purple complex. A heavy metal precipitation test
produced a blue precipitate, confirming the presence of proteins. The Anthrone test revealed no blue-green color,
indicating the absence of carbohydrates in the biosurfactant. Furthermore, a saponification test confirmed the presence of
lipid compounds as NaOH saponified the lipids (Table 3). The TLC analysis indicated the presence of peptide moieties upon
spraying with ninhydrin in the biosurfactant, with an Rf value of 0.78, and iodine vapor confirmed the presence of lipids,
suggesting a lipopeptide composition. FTIR analysis identified an N-H aliphatic primary amine peak at 3444.34 cm™ in the
freeze-dried biosurfactant from Pseudomonas stutzeri NC1.The FTIR spectra of the biosurfactant produced by Pseudomonas
stutzeri NC1 suggests the presence of various components, including aliphatic methyl, C=O with NH, stretching, sulphonate
salts, and a nitro aromatic molecule. These findings indicate that the biosurfactant is likely composed of lipids and peptides.
The biosurfactant formed by the Pseudomonas stutzeri NC1 that degrades diesel oil is observed to contain likely lipid and
peptide components based on the results of FTIR spectra [25,26] (Fig. 4)

Diesel oil degradation

The biodegradation rates of four biosurfactant- producing diesel oil hydrocarbons (NC1, NC4, NC5, NC7) were
determined using a gravimetric method. After 14 days of incubation, NC1 degraded 92.85% of 1% diesel oil, while
NC4 degraded 71.42%, NC5 degraded 53.57%, and NC7 degraded 82.14%. In contrast, the diesel oil in the blank flask
showed no degradation. When bacteria were introduced, little oil remained, but numerous white granular objects
were present in the culture broth or adhering to the bottle wall. The NC1 isolate was identified as the most effective
at degrading diesel oil, and GC analysis was conducted for a more detailed examination. In a study involving the
NCl1 isolate for diesel degradation, gravimetric analysis revealed its high efficiency. Further analysis using GC (Gas
Chromatography) showed that nearly all hydrocarbons in diesel were degraded with NC1 strain being the most
effective. Some new peaks also appeared in GC chromatogram of degraded sample. The chromatogram of diesel
without bacterial inoculation contained 75 peaks, seven of which had an area greater than 2.57%. In contrast, when
diesel oil was inoculated with the NC1 strain, the chromatogram displayed 41 peaks, 17 of which had an area greater
than 2.57% (fig 5). Interestingly, there was a difference in the peak areas between the non-inoculated diesel oil
sample and the one inoculated with NC1, indicating the degradation to probably structurally simpler compounds
due to the formation of some new compounds. Several reports have been published supporting Bacillus and
Pseudomonas genera as effective biosurfactant producers and applicable in environmental field [24,27-30]. The
present study also indicates the potential of isolate Pseudomonas stutzeri NC1 in various applications like
bioremediation and biodegradation.
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CONCLUSION

The present study highlights Pseudomonas stutzeri NC1 as a highly proficient biosurfactant producer and diesel oil
degrader among the isolates collected from the coastal region of Dwarka. The strain NC1 demonstrated outstanding
capabilities, emulsifying 50% of diesel oil with the concomitant production of a lipopeptide biosurfactant.
Characterization studies confirmed the nature of the biosurfactant. Furthermore, the exceptional hydrocarbon
degradation abilities of NC1 were evident, achieving a remarkable 92.85% breakdown of diesel oil. These findings
suggest Pseudomonas stutzeri NC1 as a promising candidate for the remediation of petroleum-contaminated sites. Its
proficiency in both biosurfactant production and hydrocarbon degradation suggests its potential application in
environmental cleanup efforts, particularly in addressing issues related to diesel oil contamination. The identified
lipopeptide biosurfactant adds an extra dimension to its remediation capabilities, making it a valuable asset in the
pursuit of sustainable and effective solutions for petroleum-contaminated environments. Further research and
application studies could enhance our understanding and utilization of Pseudomonas stutzeri NC1 for environmental
remediation purposes.
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Table 1: Primary screening of biosurfactant producer by Drop collapse method (DCM) and Oil
spreading method (OSM)

NC1 | NC4 | NC5 | NC7

DCM ++ ++ + ++

OSM | +++ ++ + ++

Key: DCM: (-) completely spherical; (+) flat; (++) moderately flat; (+++) completely flat. OSM: (-) no displacement; (+)
3 cm < the diameter < 5 cm; (++) 5 cm < the diameter < 7 cm; (+++) 7 cm < the diameter < 9 cm; (++++) 9 cm < the
diameter

Table:2 Secondary screening of biosurfactant production

Characterization of biosurfactant | NC1
E24 50%

CTAB -

Hemolysis test +

Table:3 Primary characterization of biosurfactant from isolate NC1
Characterization of biosurfactant by biochemical Test | NC1
PROTEIN
1)Ninhydrin
2)Heavy metal
LIPID
CARBOHYDRATE -
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ABSTRACT

Crime against the children specifically girl child in India is terrifically getting common
in recent times. In reality, every day, at least five news articles describe the horrifying specifics

of separate atrocities. The child safety in India is horribly low especially where kids are treated like god
or goddess. The crime rate against the child is very high and getting increased day by day in India. The
crimes like domestic abuse, harassment, child labor and other similar issues are prevalent throughout the
nation. So as, being an IT professional we proposed a solution through which a child can use it to come
out from the critical situation. In the proposed system when anything unwanted happens against the
child, the device senses the body temperature, rate of heartbeat, voice frequency and also recognizes the
word like “MUMMY”, “HELP”, and triggers some notifying actions. The actions include SMS, multiple
calling, sharing live location, tracking, capture images and notifying the guardian. Guardian can then
listen the voice of a child through mic by switching on the mic through android application.

Keywords: Cloud Computing, IoT, GPS, GSM, SMS, Firebase, camera, mic, LED, WIFI, Battery

INTRODUCTION

It is impossible to find a day that and Indian media does not have any news on crime on child or youngster.
Actually, there are at least five news stories that go into detail about the individual crimes' gory aspects. As per the
reports on National Crime Records Bureau (NCRB)and the National Cybercrime Reporting Portal (NCRP) receives
13244 reports of child pornography, rape and gang rape between January 1, 2020 to September 18, 2020. From March
1 to August 31, 2020, the National Commission for the Protection of Child Rights (NCPCR) collected information
about 420 cases of child sexual abuse via online portals, helplines, and other media. From March 1 to September 15,
the Child line India Foundation (CIF) received 3,941 calls about child sexual abuse incidents [1]. Despite having so
many laws for kids, crimes like thieves, assault or molestation doesn’t stop and child safety become major concern.
Even though invention of the advanced technologies, kidnapping, eve teasing, and sexual harassment still happen in
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a country like India. Recent self-defense devices have been invented which senses the emergency and sends the live
location and other alert messages to the registered mobile number. It also triggers siren by sensing body
temperature, heartbeat rate, voice frequency, etc.

Main objectives of the device are
1. Child Safety against domestic violence
2. Trace live location using GPS
3. Decrease the ratio of child harassment
4.  Emergency call and Alert message service

WORDS FROM LITERATURE

To protect children and woman, significant work has been done by many researchers with through implementation
of recent and advanced technology. The researchers have narrated their work by describing the specifications of the
device to protect child and woman [3]. Many of them ensure safety using Raspberry Pi and camera module from a
Raspberry Pi. The ultimate focus of such devices is to help the victim by informing the police or similar agency to
track the victim and provide immediate help. Live location can be traced of the victim so as can get immediate help.
Such implementation can catch the attacker as well with precise tracking method. Almost all such devices are
activated through manual input and dependent of response of the recipient. Smart phone enabled applications can
be activated by pressing emergency switch of the device to take appropriate action [4]. Here two important concepts
are used to reach for a particular solution. In the first, self- defense is used, while in the second, the victim's location
is sent to particular access numbers.

This project has used a Raspberry Pi, an Arduino Uno, a GPS module, a GSM module, and other related hardware
[4]. With the Raspberry Pi, real-time photo and video streaming has been accomplished. The victim can also use
Arduino Uno or ESP32 as a self-defense tool by connecting it to GPS, GSM, and an electric teaser. This device
broadcasts information about the victim's location to the fixation number, just like the last one did. [5]. A victim can
use this app to communicate her location and a warning note to the police station, a family member, friends, and
admin. Users who are within 100 meters of the incident victim will then receive notification from the administrator.
One user can follow another user using application’s unique code. The benefits of this approach are limited to two
things, despite the fact that it can help secure a woman's movement. First of all, it would be more beneficial if this
system were fully automated and did not depend on the administrator to find users who were within 100 meters of
the victim. A three- way security system for women's safety is designed in the study [6]. Additionally, they
developed a voice- activated smartphone application. In addition to record a video, sound the alarm, and send an
alert message to a pre-selected number, this gadget also allows you to communicate with an emergency number.

SAFETY SYSTEM ANALYSIS

The proposed system shown in Figure 1 uses distinct techniques like SOS message, GSM and GPS networks for the
prompt communication when the child is under the treat. The system also captures the images and audio of that time
and uploads them to database

SYSTEM IMPLEMENTATION

IoT has revolutionized in the field of automation and specifically safety measures can be improved by advent use of
IoT. Various types of sensors are used along with GPS module, GSM module, SOS are used to develop the proposed
system. The peripherals used in the proposed device is as follows:

1. Registration: Register guardian number in the mobile application in case of emergency to notify them as
shown in Figure 3.

2. Voice Sensing: the chip can be embedding in wrist watch which senses the body temperature, heartbeat
rate or feared voice like “Help — Help”. The steps are shown in Figure 4.
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3. SMS: Sends SMS to registered number as shown in Figure 5.

4. Multiple calling at a time: The device can call automatically to multiple registered numbers. The details
are shown in Figure 6.

5. Live Location: GPS module can be used to track live location of victim. It is shown in Figure 7.

6. Siren: Start buzzing under predetermined situations as shown in Figure 8.

7. Audible Live Voice: A mic is enabled to send voice of child to the registered number. The mimic is shown
in Figure 9.

8. Back up: criminal details can be backed up for the future identification and tracking.

Following hardware components are used to design proposed system.
1.  GPSModule.

2. GSM module

3. ESP32 Microcontroller / Arduino
4. GPS Antenna

5. Switch

6. Power convertor
Various components used are shown in Figure 10, Figure 11, Figure 12 and Figure 13.

IMPLEMENTATION

The actual hardware used in proposed IoT system is shown in Figure 14. The proposed system is made up with
ESP32 microcontroller which is the most usable components in IoT projects nowadays. It requires SIM808 for
sending SMS and power convertor from 5v to 3.3 v. It also has a switch which can be pressed by the victim. Figure
15 shows another variation of projects where SIM808 with GPS and GSM is used which also sends the longitude
and latitude information in SMS. In Figure 16 the powering of the device is shown where ESP32 is powered with C
type power cable. Victim can use pushbutton switch available on the product.

CONCLUSION AND FUTURE SCOPE

The device is the ultimate solution to offer security remotely. Through the effective use of the device, the crime rate
against the children and woman can be decreased at very high extent. The parents can ensure and track their ward
through mobile application which is connected to the security device. The device can work in bidirectional way
too. If parents need to send some emergency signal to their ward, they can send some signal through mobile
application. Evidence also can be generated against the criminal passively.
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Comparison of existing systems

Sr.No

Device Name Features Drawbacks

e Distress alarm device

¢ Sleek design

¢ Communicates SOS emergency
My HeroAlarm Device- optisafe. Collects evidence

o Trace the Live
Location.

E 1l
o The device locater helps you ¢ Virzeslggncy ca

locate your paired smartphone &
app to locatethe device

e [P66 waterproof personal safety e Alarm used
device only for nearby

¢ Small and portable, convenient for person.
use in hand e SMS

e Application for ladies, students, ¢ Emergency call
elderly, nightshift workers o Trace location

Women Safety Alarm(Blue)
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emergency help. e SOS Facility.
3. Aryshaa NewAlarm e Alarm e Backup
¢ Multi-siren device. ¢ Emergency
. . e 50S Message and Location. calls.
4. My Buddy DistressCompanion (SOS ¢ In Built Locgation Tracker. ¢ Automatic calls
Tracker) ¢ Audio/Video Recording e DPersons trace
® Device Locator location.
¢ Automatic SMS.
Grand Pit stop Emergency Women ¢ Emergency
5. Safety Device with Alarm and Loud : ir:irr;lgt?)l:;?fljfizri]:&ate hel calls.
Noise on up to 130db P- ¢ Automatic calls.
e Live Location.
Mark Safety ¢ Mark has tied up with Salon e Automatic SMS.
Products High Pitch AutomaticAlarm * Securlt.y. . * Emergency
6. with Wrist Band: Made in the e A perior quality 130 dB Sound calls.
United Kingdom Alarm system is your lifetime ¢ Automatic calls.
friend. e Live Location
e generate an ear-splitting 130dB e Automatic SMS.
Mark Safety ¢ sound, ¢ Emergency
7. Products Safety Alarm with Keying o Capable of producing the blaring calls.
with LED for Womenand Children alarm sound ¢ Automatic calls.
e continuously forl5 minutes. e Live Location
GPS Microcontraller e
Module ESP32 / Arduino Module

GPS

Antenna

Mobile

Input Switch Application

SWITCH IS
PRESSED?

READ LATTITUDE
AND LONGITUDE

I

SEND MESSAGE TO
AUTHI TED
HUMBER

Figure 1: Block Diagram of proposed system

Figure 2: Flow Chart of proposed system
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Step 1: Registration

Register your parents/relatives mobile
number to our android app for emergencycall

when you are in trouble.

Step 2: Voice Sensing

we can embed the chip with Child’s handwristwatch
or belt. It senses the body temperature, heart beats

or voice like “Help...., Mummy, papa, Hummm®™.

Figure 3 Registration

Figure 4 Voice Sensing

Step 3: SMS

numbers.

It sends SMS to the registered mobile

®

Step 4: Multiple Calling at a Time

Smart Device can automatically multiple
calling to the registered, parents and helpline
no.

Figure 5 SMS

Figure 6 Multiple Calling

Step 5: Live Location

one can trace the location of victim
using GPS

m—

Step 6: siren

starts siren when it senses voice like
“Help...., Mummy, papa, Hummm?.

Figure 7 Live Location

Figure 8 siren

) @?

Step 7: Audible Live Voice

Parents can listen live voice of
child through mic.

Figure 9 Audible Live Voice
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Figure 15: GPS and GSM with ESP32

Figure 16: Powering the device
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ABSTRACT

In view of the diminishing non-renewable energy sources such as coal and diesel, renewable energy

sources have turned out to be a necessity for the future. These renewable sources include wind energy,
solar energy, hydro-power, tidal energy and biomass, with solar energy being the most comprehensible,
directly sourced from the sun. Photovoltaic cells convert solar energy to electrical energy, and this energy
is storedin batteries for consumption during the dark hours. Solar- powered equipment and applications
are in in height request, and in order to charge batteries, solar charge controllers are utilized. However,
traditional charge controllers employing the PWM technique are incompetent and can cause destruction
to the batteries. To augment the performance of solar charge controllers, MPPT-based systems are used
to transfer maximum power from solar panels to batteries. This paper proposes a use of a
microcontroller-based system to safeguard a constant output from the solar panel under fluctuating
environmental conditions. On the other hand, the use of an AC to DC charger as a reliable backup option
for a solar MPPT charge controller is also considered. The AC to DC charger can come in accessible
situations where there is insufficient sunlight to charge the battery or in cases of emergencies where the
solar panels are not available.

Keywords: solar, MPPT, analog, digital, charger
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INTRODUCTION

A solar panel, also known as a photo-voltaic (PV) module, is made up of photo-voltaic cells arranged in a framework
for installation. These panels consume sunlight to produce direct current electricity. The process involves converting
light energy from the Sun (photons) into electricity through thephotovoltaic effect. The cells are typically linked in
series, thenin parallel to boost the current and achieve the desired voltage. The power output of the module is
calculated by multiplying the voltage (in volts) by the current (in amperes). It's important to note that the
manufacturing specifications for solar panels are measured under standard conditions, which may differ from the
actual operating conditions at the installation site. The complications with solar bicycles that are presently facing
numerous challenges that limit their practicality and extensive use comprise of limited power output, limited battery
capacity, weight and space limitations, cos and weather dependence. Owing to the weight and size limitations of
solar panels on bicycles, it is not practicable to use larger solar panels. When solar panels are shaded, it can lead to
a decrease in the power output of the entire panel. Even if a small portion of the panel is shaded, it can significantly
reduce the efficiency of theentire panel. The weather dependence of solar panels mounted on bicycles can limit their
effectiveness, especially during cloudy or rainy weather conditions. Addressing these challenges will be key to
improving the viability and adoption of solar bicycles as an ecological mode of transportation. Solar panels have
become progressively prevalent in recent years due to their capability to produce renewable energy and reduce
reliance on fossil fuels. They are also environmental friendly and emit no emissions or pollutants. Additionally,
advances in technology have made solar panels more efficient and cost-effective. The main objective of this paper is
to ensureefficient battery charging by constantly extracting the maximum power output from the solar panel while
also providing monitoring and control features. This helps to ensurethe safety, reliab